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Executive Summary

The 61% issue of the Sosyoekonomi Journal contains 20 research articles. The first article examines the
impact of COVID-19 on the Turkish Banking Index of the Istanbul Stock Exchange. It examines the Bayer-Hanch
Cointegration Test, a Canonical Cointegrating Regression, and a Fully Modified Least Squares test. During the
pandemic, COVID-19 cases negatively affected banks' performance at the Istanbul Stock Exchange.

The second article examines the time-varying effects of house prices on monetary policy in Tiirkiye from
February 2010 to November 2021. Gayaker & Giiney analyse these effects using a time-varying parameter vector
autoregressive model with stochastic volatility (TVP VAR-SV). The results reveal that the Central Bank of the
Republic of Tiirkiye (CBRT) 's responses to changes in the housing market have changed over time.

The third article by Yunus Giilcii examines the relationship between inflation and financial development
indicators for the Fragile Five countries between 1981 and 2021. The study analysed the relationship between
symmetric and asymmetric distributed lag regression models. Research results emphasise that high inflation
negatively affects financial development in these economies by increasing the cost of financial intermediation.

Yilmaz & Yildiim investigate the impact of digitalisation in financial inclusion on the financial
performance of deposit banks operating in Tiirkiye between 2010 and 2021. The analyses conducted using the Two-
Step System GMM method reveal that the lagged values of profitability indicators, the number of internet banking
customers, financial transactions made through internet banking, equity ratio, asset size, and economic growth have
a positive effect on profitability, while the number of ATMs has a negative impact.

The fifth article by Ziya Can discuss potential economic development alternatives in developing countries,
with contributions from the theoretical background of Thirlwall's law. Tiirkiye's actual growth rates closely
resemble the growth forecast of Thirlwall’s model, which indicates that post-Keynesian approaches are worth
considering to alter the current situation.

In the sixth article, Hagmet Sarigiil discusses financial literacy in the context of gender. Several studies
around the world identify a gender gap in financial literacy against women regardless of age, education level, and
socioeconomic status. Given those issues, this study highlights implementing inclusive education policies and
establishing comprehensive, long-term education programs to improve women'’s financial literacy.

The seventh article investigates whether the ESG scores of companies in the BIST Sustainability Index
impact their financial performance. ESG factors are found to significantly and positively affect return on assets
(ROA), return on equity (ROE), net profit margin (NPM), and asset growth (AGR) but negatively affect the market-
to-book ratio (MBR).

Ilhan & Akdeniz analyse the effect of real wages on employment in the Turkish manufacturing industry
after the 2008 global financial crisis in the eighth article. The effect was estimated for 24 manufacturing sectors
using panel data analysis covering the period from 2009Q1 to 2019Q4. The findings indicate that an increase in
real wages can raise employment by positively affecting the goods market and national income through the effective
demand channel. The manufacturing industry’s wage policies for enhancing effective demand can raise
employment in Tirkiye.

The ninth article by Onder Deniz analyses the Soviet Five-Year Plans on Tiirkiye’s industrialisation
process during the 1930s. The tenth article by Kalaycioglu and Kurtaran examines the effects of fundamental public
offering indicators in seasoned public offering companies on current ratio, return on equity, and financial leverage
ratio in the long and short term.

The author of the eleventh article, Yusuf Kalkan, examines the spatial (neighbourhood) relations of 163
countries in terms of economic risk (ER), economic freedom index (EFI), corruption perception index (CPI), and
human development index (HDI). The MGWR models demonstrated that countries globally have spatial solid
relationships with their neighbouring countries regarding ER, EFI, and CPI but are not significant regarding HDI.

Tasc1 & Dal analyse the factors that affect the willingness to pay a price premium and the effect of brand
experience on these factors. The research has determined that brand experience affects perceived uniqueness, brand
choice, and brand reliability. In addition, the effect of brand reliability on willingness to pay price premiums and
the relationship between price premiums and purchase intention are highlighted.

Murat Mahmutoglu, in his article, analyses the effects of macroprudential policies implemented to ensure
financial stability in Tiirkiye after 2008 on the credit risk of the Turkish banking sector. According to the findings



of international academic studies, while the effect of macroprudential policies on banks' lending tendency and risk
level is strong in developed Western countries, its effect is relatively weak in Tirkiye.

Ayhan & Giivener aim to determine the effect of the mushroom management approach on team
performance in health care and to investigate regulatory role competition with the mediating role of collective
efficacy in this interaction. It has been determined that the mushroom management approach in health institutions
positively affected team performance and that collective efficacy has an intermediary role in this interaction, and
competition has a regulatory role.

In the fifteenth article, Piiren & Yiicedogru aim to measure the objective tax burden, which can be
calculated mathematically, and the subjective tax burden, which is stated to be very difficult to measure in the
literature. The study utilised Structural Equation Modelling for this purpose. It concluded that income level and tax
payable are effective on objective tax burden. In contrast, tax fairness, complexity, trust in government, and
citizenship awareness effectively reduce subjective tax burdens. The study differs from the literature in that the
subjective tax burden (58%) is higher than the objective tax burden (25%, 33%).

In the sixteenth article, Abutalipov & Deger explore export diversity and economic growth relations in
transition economies. While the findings have been identified in the transition economies of the European Union,
a one-way causality relationship has been determined in exports from product diversity to economic growth; there
has been no significant relationship between variables in other transition economies.

Altun-Erdogdu & Goksel analysed the relationship between relational goods, income and happiness with
attachment theory, a subtitle of relational happiness theory, which was investigated using the fourth wave of the
World Values Survey. The findings revealed that the happiness of individuals with insecure attachment, who avoid
relationships because they find others unreliable, is not higher because the time they allocate to the
production/consumption of relational goods is less. In addition, across the world, it is observed with the help of the
figure that the relationship between income and relational goods weakens as the level of real income per capita
increases.

Korkulu & Akan, in their article, aim to determine the effect of low-interest business and investment loans
provided to producers engaged in agriculture and livestock activities on producers' income. The analysis revealed
that the absence of credit and low loan amounts used increased the probability of being at lower income levels,
while higher loan amounts increased the probability of being at higher income levels, highlighting the significant
role of credit availability in determining producers' income levels.

Kaya & Ertugrul, in the nineteenth article, employed a rigorous methodology to analyse the relationship
between Tiirkiye’s and international food prices. Monthly data from 2005.1 to 2023.3 was used. This was followed
by using MSR and Kalman filter models for dynamic regression analysis, providing a comprehensive understanding
of the relationship.

Seyranlioglu, in the last article of this issue, examines the effect of financial development on carbon (CO2)
emissions from the manufacturing industry and construction sector in the context of the Environmental Kuznets
Curve (EKC) hypothesis with the data from 1960-2014 in Tiirkiye. The study is considered a candidate to fill an
important gap in the literature in determining the determinants of sectoral carbon emissions in the context of the
EKC hypothesis.

I am grateful to all the authors and editorial board members who have devotedly contributed to the
Sosyoekonomi Journal for 20 years. Believing that the studies in this issue will contribute to the world of science,
| want to express my respect to all the followers of Sosyoekonomi for their continued interest for 20 years.

Prof.Dr. Ahmet Bur¢in YERELI
Editor



Editoriin Notu

Sosyoekonomi Dergisinin 61. sayisinda 20 adet arastirma makalesi yer almaktadir. A¢ilista yer alan ilk
caligmanin amaci, COVID-19’un Istanbul Menkul Kiymetler Borsasi Tiirk Bankacilik Endeksi iizerindeki etkisini
incelemektir. Bu amagla ¢aliymada Bayer-Hanch Esbiitiinlesme Testi, Kanonik Esbiitiinlesme Regresyon testi ve
Tamamen Degistirilmis En Kiigiik Kareler testi kullanilmistir. Pandemi siirecinde COVID-19 vakalari Istanbul
Menkul Kiymetler Borsasinda bankalarin performansini olumsuz etkilemistir.

Tkinci makale, Subat 2010°dan Kasim 2021’e kadar Tiirkiye'de konut fiyatlarinin para politikasi {izerindeki
zamanla degisen etkilerini incelemektir. Bu etkiler, Gayaker ve Giiney tarafindan stokastik oynakliga sahip zamanla
degisen parametreli vektor otoregresif model (TVP VAR-SV) kullanilarak analiz edilmistir. Sonuglar, Tirkiye
Cumhuriyet Merkez Bankasinin (TCMB) Kkonut piyasasindaki degisimlere verdigi tepkilerin zaman iginde
degistigini ortaya koymaktadir.

Yunus Giilcii tarafindan kaleme alinan tigiincii makale kirilgan besli iilkeler i¢in 1981-2021 yillar arasinda
enflasyon ile finansal gelisme gostergeleri arasindaki iliskiyi incelemektir. Calismada s6z konusu iligki simetrik ve
asimetrik gecikmesi dagitilmis regresyon modelleriyle analiz edilmistir. Arastirma sonuglari, yiiksek enflasyonun
finansal araciligin maliyetini artirarak bu ekonomilerdeki finansal gelismeyi olumsuz etkiledigini vurgulamaktadir.

Yilmaz & Yildirim, 2010-2021 doneminde finansal tabana yayilmadaki dijitallesmenin Tiirkiye’de
faaliyet gosteren mevduat bankalarinin finansal performanslari iizerindeki etkisini arastirmislardir. Tki Asamali
Sistem GMM yontemi ile yapilan analizler neticesinde; karlilik gostergelerinin gecikmeli degerleri, internet
bankaciligi miisteri sayisi, internet bankaciligi ile yapilan finansal islemler, 6zsermaye orani, aktif biiytikligii ve
ekonomik biiytimenin karlilik iizerinde pozitif, ATM sayisinn ise negatif etkili oldugu tespit edilmistir.

Ziya Can tarafindan hazirlanan besinci makalede Thirlwall yasasinin teorik arka planinin katkisiyla
gelismekte olan tilkelerde economik kalkinma i¢in hangi alternatiflere yonelmenin miimkiin olacag:
tartistimaktadir. Thirlwall modelindeki bitytime tahmininin Turkiye’nin gergeklesen biiylime oranlarina ¢ok yakin
sonu¢ vermesi, mevcut durumun degistirilmesi i¢in Post-Keynesyen yaklagimlarin dikkate alinmaya deger
olduklarin1 gostermektedir.

Altinct makalede Hagmet Sarigiil finansal okuryazarlig: cinsiyet baglaminda ele almistir. Diinya genelinde
¢ok sayida ¢aligmanin bulgulari; yas, egitim diizeyi ve sosyoekonomik statiiden bagimsiz olarak, kadinlar aleyhine
finansal okuryazarlik seviye farkinin olduguna isaret etmektedir. Calismanin sonuglari ve kadmlarin dezavantajh
konumlar1 bir arada degerlendirildiginde, finansal okuryazarlik diizeylerinin yiikseltilmesine yonelik kapsayici
egitim politikalarmin olusturulmasinin ve uygulanmasinin yararli olacagi anlagilmaktadir.

Yedinci makalede, giincel BIST Siirdiiriilebilirlik Endeksi’nde yer alan sirketlerin ESG skorlarinin
finansal performanslar1 {izerinde etkisinin olup olmadigim test edilmektedir. Elde edilen sonuglar; ESG
faktorlerinin; aktif karhiligi (ROA), dzsermaye karlihigi (ROE), net kar marji (NPM), ve aktif biiyiime (AGR)
tizerinde pozitif yonli anlamli bir etki ancak Piyasa Degeri/Defter Degeri (MBR) tizerinde negatif bir etkisi
oldugunu gostermistir.

Ilhan ve Akdeniz tarafindan kaleme alinan sekizinci makale 2008 kiiresel finansal krizi sonrasinda Tiirk
imalat sanayinde reel ticretlerin istihdam tizerindeki etkisini ele almaktadir. Etki, 24 imalat sektorii icin 2009C1-
2019C4 donemini kapsayacak sekilde panel veri analizi kullanilarak tahmin edilmistir. Bulgular, reel ticretlerdeki
artisgin, etkin talep kanaliyla mal piyasasimi ve milli geliri olumlu etkileyerek istihdami artirabilecegini
gostermektedir. Dolayisiyla, imalat sanayinde efektif talebi iyilestirmeye yo6nelik ticret politikalari Tiirkiye’de
istihdamu artirabilecektir.

Dokuzuncu makalede Onder Deniz, Sovyetler Birligi'nin Bes Yillik Planlarimin 1930’lu yillarda
Tiirkiye nin sanayilgeme siirecini nasil etkiledigini ele almaktadir. Onuncu makalede ise Kalaycioglu & Kurtaran,
donemsel halka arz firmalarinda temel halka arz gostergelerinin, uzun ve kisa dénemde cari oran, 6z sermaye
karlilig: ve finansal kaldirag orani iizerindeki etkilerini incelemektir.

Yusuf Kalkan tarafindan kaleme alinan onbirinci makalede, 163 iilkenin ekonomik risk (ER), ekonomik
ozgiirliik indeksi (EOI), yolsuzluk algis1 indeksi (YAI) ve insani gelisim indeksi (IGI) agisindan mekansal
(komsuluk) iliskileri incelenmektir. Diinya genelinde iilkeler kendilerine komsu iilkeler ile ER, EOI ve YAI
agisindan giiglii mekansal iliskilere sahip iken IGI agisindan anlamli bir sonug bulunamamistir.

Tagc1 & Dal galismalarinda, fiyat primi 6deme istekliligi tizerinde etkili olan unsurlar1 ve bu unsurlar
tizerinde marka deneyiminin etkisini analiz ederek fiyat primi ile satin alma niyeti arasindaki iliskiyi



incelemiglerdir. Arastirmanin sonucunda marka deneyiminin algilanan benzersizlik, marka se¢imi ve marka
giivenilirligi {izerinde etkisi oldugu tespit edilmis olup marka giivenilirliginin fiyat primi 6deme istekliligi
tizerindeki etkisine ve fiyat priminin satin alma niyeti ile var olan iliskisine dikkat ¢ekilmistir.

Murat Mahmutoglu, ¢aligmasinda, Tiirkiye’de 2008 yili sonrasinda finansal istikrari saglama amach
uygulanan makro ihtiyati politikalarin Tiirk bankacilik sektorii kredi riskine etkilerini analiz etmektedir.
Uluslararas1 akademik calismalarin bulgularina gore gelismis bati iilkelerinde makro ihtiyati politikalarin
bankalarin kredi verme egilimine ve risklilik seviyesine etkisi giiclii iken, Tiirkiye’de etkisi gorece zay1f ¢tkmistir.

Ayhan & Giivener, ¢alismalarinda, saglik hizmetlerinde mantar yonetim yaklasiminin ekip performansima
etkisini tespit etmek ve bu etkilesimde Kkolektif etkinligin aracilik rolii ile rekabetin diizenleyici roliinii
aragtirmaktadir. Yapilan analizler sonucunda; saglik kuruluslarinda mantar yonetim yaklasiminin ekip
performansini pozitif yonde etkiledigi ve bu etkilesimde kolektif etkinligin aracilik rolii oldugu, rekabetin ise
diizenleyici etkisinin oldugu goriillmdistiir.

Onbesinci makalede, Piiren & Yiicedogru, matematiksel olarak olgiilebilen objektif vergi yiikii ve
literatiirde olgiilmesinin oldukga zor oldugu ifade edilen subjektif vergi yiikiinii 6l¢meyi amaglamislardir. Bu amag
dogrultusunda Yapisal Esitlik Modelinden yararlanilan ¢alismada, objektif vergi yiikii tizerinde; gelir diizeyi ve
Odenecek verginin, subjektif vergi yiikii {izerinde ise vergi adaleti, vergi karmasikligi, hiikiimete giiven ve
vatandaslik bilincinin etkili oldugu sonucuna varilmistir. Caligma, subjektif vergi yiikiiniin (%58) objektif vergi
yiikiinden (%25, %33) yiiksek oldugunu ortaya koymasi bakimindan literatiirdeki ¢alismalardan ayrilmaktadir.

Onaltinc1 makalede Abutalipov & Deger gegis ekonomilerinde ihracat gesitliligi ve ekonomik biiyiime
iliskilerini arastirmaktadir. Bulgular, Avrupa Birligine tiye gecis ekonomilerinde ihracatta iiriin gesitliliginden
ekonomik biiytimeye dogru tek yonlii nedensellik iliskisi tespit edilmisken, diger gecis ekonomilerinde degiskenler
arasinda herhangi bir anlamli iligki bulunmamustir.

Altun-Erdogdu & Goksel iliskisel mutluluk teorisinin bir alt baglig: olan baglanma kuramiyla iliskisel
mallar, gelir ve mutluluk arasindaki iliskiyi Diinya Degerler Arastirmasi’nin dordiincii dalgasint kullanarak
aragtirmugtir. Bulgular, bagskalarini giivenilmez buldugu igin iliskilerden kagman giivensiz baglanmaya sahip
bireylerin iliskisel mallarin tiretimine/tilketimine ayirdiklar1 zaman az olmasi nedeniyle mutluluklarinin daha
yiiksek olmadigini ortaya koymustur. Ayrica diinya genelinde, sekil yardimiyla kisi basi reel gelir arttikga iligkisel
mallar ile gelir arasindaki iligkinin zayifladig1 g6zlenmistir.

Korkulu & Akan’in makalelerinde tarim ve hayvancilik faaliyetiyle ugrasan iireticilere kullandirilan diisiik
faizli isletme ve yatinm kredilerinin ireticilerin geliri tizerindeki etkisi tespit edilmeye calisilmistir. Analiz
sonucunda kredinin olmamasi ve kullanilan diisiik kredi miktarlarimin daha diisiik gelir diizeylerinde bulunma
olasihgini artirdigini, daha yiiksek kredi miktarlarinin ise daha tist gelir diizeylerinde bulunma olasiligini artirdig:
tespit edilmistir.

Ondokuzuncu makalede Kaya & Ertugrul, Tiirkiye gida fiyatlari ve diinya gida fiyatlar iligkisini 2005.1-
2023.3 donemini kapsayan aylik verileri kullanarak analiz etmislerdir. Uygulamali analizde 6nce Tiirkiye ve diinya
gida fiyatlar arasindaki dinamik korelasyon iligskisi DCC-GARCH yontemi kullanilarak incelenmis ardindan
dinamik regresyon analizi i¢in MSR ve Kalman filtresi modelleri kullanilmistir.

Son makalede Seyranlioglu, Tirkiye’de 1960-2014 donemi verileri ile finansal gelismenin imalat sanayi
ve ingaat sektorii kaynakli karbon (CO2) emisyonlarma etkisini Cevresel Kuznets Egrisi (EKC) hipotezi
baglaminda incelemektedir. Arastirmanin, EKC hipotezi baglaminda sektorel karbon emisyonlarinin
belirleyicilerinin tespit edilmesi noktasinda literatirde onemli bir boslugu doldurmaya aday oldugu
distiniilmektedir.

20 y1l boyunca biiyiik bir 6zveriyle Sosyoekonomi Dergisine katki sunan tiim yazarlara ve yayn kurulu
tyelerine miitesekkirim. Bu sayimizda yer alan ¢alismalarin bilim diinyasma katki saglayacagina olan inangla
Sosyoekonomi Dergisinin tiim takipgilerine 20 yildir siiregelen ilgilerinden dolay saygilarimi sunuyorum.

Prof.Dr. Anmet Burcin YERELI
Editor
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Abstract

This study aims to examine the impact of COVID-19 on the Turkish Banking Index of the
Istanbul Stock Exchange. Bayer-Hanch Cointegration Test, a Canonical Cointegrating Regression, and
a Fully Modified Least Squares test were examined. Gold price, Repo, exchange rate, and the COVID-
19 cases exhibit a long-run relationship with the banking index. During the pandemic, COVID-19
cases affected banks' performance in a negative way at the Istanbul Stock Exchange. No study in the
literature has specifically examined the impact of COVID-19 on the Turkish Banking Index using the
Bayer Hanch Co-integration strategy. Therefore, this study provides valuable insight into the literature.
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Oz

Bu ¢alismanin amaci, COVID-19’un Istanbul Menkul Kiymetler Borsas1 Tiirk Bankacilik
Endeksi tizerindeki etkisini incelemektir. Bu amagla ¢alismada Bayer-Hanch Egbiitiinlesme Testi,
Kanonik Esbiitiinlesme Regresyon testi ve Tamamen Degistirilmis En Kiigiik Kareler testi
kullanilmistir. Altin fiyati, repo, d6viz kuru ve COVID-19 vakalar1 bankacilik endeksi ile uzun vadeli
bir iliski sergilemektedir. Pandemi siirecinde COVID-19 vakalar1 Istanbul Menkul Kiymetler
Borsasinda bankalarin performansini olumsuz etkilemistir. Bu ¢alisma, literatiirde Bayer Hanch

Esbitiinlesme stratejisi kullanarak COVID-19’un Tiirk Bankacilik Endeksi iizerindeki etkisini
inceleyen ilk ¢aligmadir.

Anahtar Sozciikler . Tiirk Bankacilik Endeksi, Bayer Hanck Esbiitiinlesme Testi, FMLS
Testi, Kanonik Esbiitiinlesme Testi, COVID-19 Vakalari, Altin
Fiyati, Déviz Kuru.
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1. Introduction

In recent years, Tiirkiye's banking sector has earned a reputation for being among the
most dynamic and robust in the world. Because of its ability to withstand short-term
economic issues, the industry can adapt rapidly to environmental changes. There is no
difference in capitalisation between the banks in this sector, and they are all subject to the
same regulations. It has recently become a significant part of the Turkish economy (Akbas,
2012; Yagli, 2023; Clark et al., 2012). Turkish banks and a strong regulatory framework
have fostered economic growth and development in the country. Having undergone reforms
and consolidations since 2001, the banking sector has become more efficient and resilient.
A significant challenge has been presented to the banking sector following the COVID-19
pandemic, requiring it to adapt to rapidly changing circumstances. It has led to the
digitisation of loans, the restructuring of loans, and the increase in the provisioning of
Turkish banks due to the pandemic (Acaravci & Calim, 2013). While supporting debtors,
the Turkish Banking Regulation and Supervision Agency issued regulations enabling banks
to restructure loans and preserve bank capital during the pandemic (Erden & Aslan, 2022;
Coskun et al., 2022; Yildirim, 2020).

The pandemic-induced economic contraction had severe effects on the banking
industry in Tirkiye. Business revenues and cash flow have been reduced, which has resulted
in a significant increase in loan defaults and non-performing loans. Consequently, banks
faced greater credit risk and had difficulty maintaining profitability and capital adequacy
ratios (Oztiirk et al., 2020). For instance, while the pandemic has increased the banking
sector's liquidity and profitability, it has also pressed banks to focus on digital channels and
customer service while facing risks such as a rise in non-performing loans. Due to the
pandemic, economic activity has declined, and loan defaults have increased. In the context
of business closures and job losses, borrowers were severely impacted in their ability to
repay loans. As a result, Turkish banks have suffered a surge in non-performing loans
(NPLs), putting pressure on their profitability and capital adequacy levels (Yagli, 2023; Gur
et al., 2023).

An important aspect of the COVID-19 pandemic was the significant volatility of the
Turkish Banking Index, which measures the performance of Turkish banks listed on the
stock market. Stock prices declined sharply due to uncertainty and market panic. The
uncertain economic outlook adversely affected investor sentiment and caused market
participants to become more cautious (Yagli, 2020). This volatility was further compounded
by the country's economic reliance on tourism, which experienced a downturn due to the
pandemic. As investor confidence waned and concerns over the banking sector's stability
increased in the early stages of the crisis, the index experienced sharp declines. For instance,
on March 19™ 2020, the index fell to its lowest level since January 2017, dropping by 10.17%
(Kartal et al., 2022; Kartal et al., 2020). During the period of uncertainty caused by the
pandemic, banks faced liquidity challenges and changes in customer deposit behaviour.
Some banks experienced liquidity strains as depositors increased their cash holdings. The
Central Bank of Tirkiye intervened by providing liquidity support and implementing
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financial system stabilisation measures (lleri, 2022; Cakmakli et al., 2021). The index
gradually recovered after implementing various measures by the Turkish government and
central bank to support the economy and the banking sector. The government announced A
new stimulus package on April 17th, 2020, to assist businesses affected by the economic
crisis. This resulted in the index rising by 10.19%. The Turkish Banking Index has recovered
as a result of several factors. First and foremost, the prompt response of the Turkish
government in providing liquidity assistance to banks has helped alleviate concerns
regarding their solvency. As part of its monetary policy, the central bank has reduced interest
rates and injected liquidity to support the economy. A combination of these measures
boosted investor confidence and contributed to the stability of the banking sector during a
period of uncertainty (Babaoglu & Kulag, 2022).

The Turkish banking sector has implemented various measures to mitigate the impact
of the COVID-19 pandemic. The banks have enhanced their credit risk assessment and
monitoring systems to strengthen their risk management frameworks (Karaomer &
Acaravci, 2021). Therefore, they have identified potentially problematic loans early and
taken proactive measures to reduce their default rates (Karaomer & Acaravci, 2021).
Consequently, they have been able to identify potential problem loans early and take
proactive measures to reduce loan defaults. In March 2020, the banking index stood at
91,857 points; in September 2020, it reached 144.895 points. It is important to note that the
banking sector demonstrated strong growth during this time, maintained its asset quality and
increased profitability despite the pandemic. With a capital adequacy ratio of 18.5%, the
Turkish banking sector remains above international standards (Hailu & Vural, 2020). It is
evident from the banking index data that the Turkish economy is robust and dynamic.

The Turkish government has introduced several additional support measures to assist
the Turkish banking sector during this challenging time. Banks have received short-term
financial assistance from the government through liquidity injections and loan guarantee
programs. Furthermore, the government has introduced temporary regulatory relief
measures to alleviate the burden on banks and facilitate their operations during the pandemic.
By taking these measures, the banking sector has been able to ease liquidity constraints,
support lending to the real economy, and maintain stability (Babaoglu & Kulag, 2022).

Based on a series of macroeconomic variables and the Banking Return Index in
Tiirkiye, Awwad and Tiirsoy examined the dynamic interactions between these variables in
light of the transition in the Turkish economy. Several different testing methods were utilised
in this study, including the cointegration test, the Granger causality test, the variance
decomposition analysis, and impulse response functions. Using cointegration tests, the study
revealed that the variables are related over the long run. A portfolio balance approach is
evident in the Turkish market as indicated by the bank stock returns index Granger-cause
exchange rate (Awwad & Tiirsoy, 2016). According to Rjoub et al., micro and macro
variables correlated with Turkish banks' stock prices. An analysis of fixed panel data was
performed, and a Granger causality test was carried out using the Dumitrescu and Hurlin
panel data for periods ranging from 1995 3" quarter to 2015 4™ quarter. As found in the
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study, the stock price is significantly influenced by asset quality, management quality,
earnings, size, money supply, and interest rates. In addition, this study indicates that bank
stock prices respond negatively to economic conditions (Rjoub et al., 2017). Saldanl et al.
examined the causal relationships between the stock prices of 10 deposit banks traded in
Borsa Istanbul and industrial production indexes, exchange rates, and money supply based
on monthly observations between June 2007 and October 2016. As a result of the analysis,
it was found that the industrial production index was not a determinant of the stock prices of
the banks examined (Saldanli et al., 2017).

The Turkish government emphasises long-term structural reform of the banking
sector to strengthen its resilience. Corporate governance measures, risk management
practices, and digitalisation and innovation are to be improved in the sector. As a result of
these reforms, the Turkish banking sector is expected to remain stable and competitive for
the foreseeable future (A¢ikgdz & Giinay, 2020).

For the Turkish banking sector, there are both opportunities and challenges post-
COVID-19. During the crisis, the sector demonstrated its resilience and adaptability, which
bodes well for its prospects in the future. A significant challenge facing the Turkish banking
sector is managing non-performing loans. It is imperative that banks closely monitor their
loan portfolios in light of the ongoing effects of the pandemic on the economy and take
proactive measures to address any potential problems should they arise. Banks, regulators,
and borrowers must work together effectively to achieve this goal (Babaoglu & Kulag,
2022). A further challenge is enhancing the digital capabilities and customer experience. As
a result of the pandemic, banks have been compelled to invest in technology and innovation
to meet their customers' changing expectations. Several tools are being developed, including
user-friendly mobile banking apps, digital payment solutions, and personalised customer
service (Coskun et al., 2022; Yildirim, 2020).

As briefly summarised above, COVID-19 has profoundly impacted many sectors of
the Turkish economy, including the banking sector. The banking sector has been adversely
affected by the pandemic, with a decrease in lending, an increase in bad debts, and a decrease
in deposit rates. The banking sector is also facing increased competition from digital
financial services, as well as competition from foreign banks. There has been a marked
change in the performance and dynamics of the Turkish banking sector. Throughout this
article, we will examine how gold prices, the Turkish Lira/Dollar exchange rate, repurchase
agreements (repo) and cases of COVID-19 may impact the Turkish banking index after
COVID-19. It covers the period from March 2, 2020, through August 31, 2020, and is
collected and processed daily. A Bayer-Hanch cointegration analysis will analyse the
correlation between the banking index and these key factors. An analysis of Bayer-Hanch
cointegration is used to investigate whether two or more variables are related over the long
run. A thorough understanding of these dynamics will allow us to understand better how the
Turkish banking sector will recover following the pandemic. We can determine which
variables most influence the banking sector's recovery post-pandemic by estimating the
parameters of the linear combination using Bayer-Hanch cointegration analysis. ldentifying
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current risks associated with the banking sector's recovery, such as an increase in interest
rates, can also assist with identifying potential future risks. Following the dissection of the
method we employed and the data we utilised for the econometric analysis, the following
section discusses the application results and analyses. Towards strengthening the Turkish
banking sector, the study's final section, the discussion and conclusion, focuses on evaluating
the study's results.

2. Data and Methodology

This study examines the long-term associations between the banking index, the repo
rate, gold price, COVID-19 cases, and exchange rate data. A fully modified least squares
test is used to conduct this analysis, as well as Bayer-Hanck cointegration, Canonical
cointegration regression, and Bayer-Hanck cointegration regression. By examining these
factors about the performance of the banking sector, valuable insight will be gained. Using
Bayer-Hanck cointegration, we can determine the long-term relationship of the variables,
whereas canonical cointegration regression determines their direction. Statistical accuracy
of the results will be assessed using the fully modified least squares test. In addition to
considering the effects of multiple factors and their interactions, these methods will offer a
holistic view of the banking industry. Through the analysis, insights can be gained that may
be used to develop strategies for improving the performance of the banking sector. This
study refers to daily data from March 2", 2020, to August 31%, 2020. The data was derived
from various sources rather than one single source. In order to obtain the data for LXBANK,
USDTRY, repo, and gold prices indicated by LXAUTRY, we consulted a website known as
<https://www.investing.com/currencies/usd-try-historical-data>. As can be seen from this
particular detail, the study utilised historical data for the USD TRY currency pair (US Dollar
Turkish Lira) as well as gold prices that are publicly available. Various data intervals are
available, including daily, weekly, or monthly. Furthermore, TUIK also provided data on
COVID-19 cases for the study.

This analysis method is similar to the ARDL approach and the bivariate copula model
employed in a separate study. This other study focused on examining the relationship
between the prices of gold and the exchange rate in India (Sahu et al., 2022). These studies
highlight the significant influence of gold prices and exchange rates on a nation's
macroeconomic fundamentals. They emphasise these factors' crucial role in financial
analysis and decision-making processes.

The regression model can be written as simple as:
LXBANK:= Bo+BitXit +et

where LXBANK is the Turkish banking index, and Xi is the gold price index (LXAUTRY),
repo (REPO), exchange rate (USDTRY), and COVID-19 cases (LCASES) ¢ is the error
term, while subscript t is time.
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3. Empirical Results

A unit root test must be conducted before performing the Bayer-Hanck cointegration
analysis to determine the stationarity of the time series variables. Cointegration analysis
requires stationarity, as non-stationary variables can produce spurious regression results.
Augmented Dickey-Fuller (ADF) and Phillips-Peron (PP) unit root tests can validate and
reliably produce cointegration analyses.

3.1. Unit Root Test

Table: 1
PP and ADF Unit Root Test Results
UNIT ROOT TEST TABLE (PP)
At Level
LXBANK LCASES LXAUTRY REPO USDTRY
t-Statistic -2.2111 -0.0999 -1.8770 -0.6465 0.5827
Prob. 0.2041 0.9451 0.3414 0.8531 0.9884
At First Difference
d(LXBANK) d(LCASES) d(LXAUTRY) d(REPO) d(USDTRY)
t-Statistic -7.9441 -11.0009 -8.8781 -25.4887 -7.6135
Prob. 0.0000 0.0001 0.0000 0.0001 0.0000
ox ok ok ok ook
UNIT ROOT TEST TABLE (ADF)
At Level
LXBANK LCASES LXAUTRY REPO USDTRY
t-Statistic -2.1735 -0.1468 -1.8930 -0.0184 0.5558
Prob. 0.2175 0.9397 0.3340 0.9534 0.9876
At First Difference
d(LXBANK) d(LCASES) d(LXAUTRY) d(REPO) d(USDTRY)
t-Statistic -7.9764 -10.9550 -8.7859 -8.5589 -7.6763
Prob. 0.0000 0.0001 0.0000 0.0000 0.0000

Dependent variable: Turkish Banking Index (LXBANK);
Independent variables: Gold Price Index (LXAUTRY), repo (REPO), Exchange Rate (USDTRY), COVID-19 cases (LCASES).

Table 1 gives unit root test results at the first difference level. The null hypothesis is
that the series does not have a unit root. The hypothesis is accepted at the level for all
variables. All variables have a unit root at the first difference 1(1) at the 5% confidence level
and are stationary due to ADF and PP tests.

3.2. Bayer-Hanch Cointegration Test

The Bayer-Hanch cointegration test measures the relationship between the COVID-
19 pandemic and the Turkish banking index over the long term (Giir, 2020). Using this test,
it is possible to determine whether the variables are stable over time.

After determining that the series were stationarity at the first level in the ADF and PP
unit root tests, the Bayer-Hanch cointegration test was applied to investigate their long-term
relationship. The null hypothesis is that there is no cointegration between variables. Using
Bayer-Hanch cointegration analysis, one can determine whether two or more time series
variables move together over the long term.
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Table: 2
Bayer-Hanch Cointegration Test

Model Specification Fisher Statistics Fisher Statistics Cointegration
EG-JOH EG-JOH-BAN-BOS Decision
LXBANK = f(LXAUTRY LCASES USDTRY REPO) 15.6417** 20.21714** Yes
Critical value Critical value
Significance Level (5%) 10.576 20.143

Note: *, ** and *** denote the 10%, %5 and 1% significance levels, respectively.

According to the analysis conducted using the Bayer-Hach cointegration test, the
COVID-19 pandemic has had a significant and lasting impact on the Turkish banking index.
Table 2 provides the Bayer-Hanch co-integration test results. Due to the Bayer and Hanck
Co-integration test results exceeding the critical values at 5% significance levels, the main
hypothesis was rejected, and it was concluded that the variables were cointegrated. Table 2
shows that Fisher's statistics are above the critical value. Thus, we reject the hypothesis that
gold prices, COVID-19 cases, exchange rates, and repo have no long-term impact on the
banking index. The results indicate a long-term association between the pandemic and the
index's performance, with gold prices, repo and exchange rates playing a crucial role in
shaping the relationship. Cointegration results indicate that these four indicators influence
the banking index over time. Regression analysis can be performed in the long run since the
cointegration between the series has been detected.

3.3. Canonical Cointegrating Regression Test (CCR) and Fully Modified Least
Squares Estimation (FMLS)

The relationship between the Turkish banking index and COVID-19 cases, exchange
rate, gold price, and repo is analysed using canonical cointegrating regression. The
coefficients and significance can be examined to identify the most critical drivers of the
banking index's performance during the pandemic.

Table: 3
Canonical Cointegrating Regression (CCR)
Variable Coefficient Std. Error t-Statistic Prob.
LXAUTRY -0.827759 0.297466 -2.782702 0.0061
REPO -0.014056 0.017704 -0.793963 0.4286
USDTRY 0.192110 0.113541 1.691990 0.0929
LCASES -0.082617 0.033889 -2.437862 0.0160
o} 14.27399 2.379320 5.999189 0.0000
R-squared 0.225328 | Mean dependent var 7.081912
Adjusted R-squared 0.203351 | S.D. dependent var 0.058855
S.E. of regression 0.052532 | Sum squared resid 0.389098
Long-run variance 0.022155
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Table: 4
Fully Modified Least Squares (FMOLYS)

Variable Coefficient Std. Error t-Statistic Prob.
LXAUTRY -0.837150 0.306716 -2.729400 0.0072
REPO -0.010123 0.015405 -0.657148 0.5122
USDTRY 0.179022 0.105017 1.704696 0.0905
LCASES -0.085130 0.035138 -2.422735 0.0167
C 14.43680 2.502701 5.768489 0.0000
R-squared 0.242560 | Mean dependent var 7.081912
Adjusted R-squared 0.221073 | S.D. dependent var 0.058855
S.E. of regression 0.051944 | Sum squared resid 0.380442

Long-run variance 0.022155

Using the fully modified least squares test, we can address potential endogeneity
issues and estimate the long-run relationship between the Turkish banking index and the
COVID-19 pandemic using the fully modified least squares test. An analysis of this test
provides valuable insight into the persistence and stability of the effects of the pandemic on
the banking index. The results of both Tables 3 and 4 indicate that the explanatory variables
used in the study negatively affect the Turkish banking index over the long term. Based on
the Canonical cointegrating regression and FMLS results, COVID-19 cases and gold prices
negatively affected the Turkish banking index. Regression results indicate a significant and
negative correlation between these variables, with coefficients of -0.082 and -0.827,
respectively, and a probability below 5%. Using the FMLS test, these variables have
coefficients of -0.085 and -0.837, respectively. The Turkish banking index is relatively
unaffected by the exchange rate.

4. Discussion

According to the empirical results of this study, both the increase in COVID-19 cases
during the pandemic period and the fluctuating gold price negatively impacted the Turkish
banking index. This decline in profitability and stability of the Turkish banks resulted in a
decrease in the Turkish banking index. At times, the value of gold rose sharply, negatively
impacting Turkish banks' performance. The volatility of gold prices further complicated an
already challenging economic environment. Due to this, the value of gold has fluctuated
sharply at times, which has impacted the overall performance of banks and, as a result,
affected the Turkish banking index. The volatility in gold prices exacerbated an already
challenging economic environment. Despite this, the exchange rate did not adversely affect
the Turkish banking index, whereas COVID-19 cases and gold prices had a negative impact.
Several factors influence the exchange rate, including economic indicators, interest rates,
and geopolitical events. The exchange rate did not significantly affect the Turkish banking
index's performance during the pandemic. It is evident from this that other factors, such as
economic conditions and geopolitics, influence bank stock performance. Consequently,
Turkish banking stocks must be assessed not only based on exchange rates, although they
may be an important factor in some markets.
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The Turkish banking index has been negatively impacted by the COVID-19
pandemic regarding asset quality and overall performance. Based on a Bayer-Hanch
cointegration analysis, it was determined that the Turkish banking index, the COVID-19
cases, the gold price, the repo, and the exchange rate are related over the long term. A
thorough understanding of macroeconomic factors and proactive measures is necessary
based on the results of this study. Thus, these findings can be interpreted in a wide variety
of ways. Decisions will be made more efficiently, and insight into the recovery of the
Turkish banking sector will be gained. Policymakers, regulators, and market participants
must thoroughly understand Turkish banking dynamics in the context of the ongoing
pandemic. As a result of identifying the key factors driving the banking index's performance,
stakeholders can devise strategies to mitigate risks, enhance financial stability, and support
the sector's recovery. Gold prices and COVID-19 cases negatively affect the banking index
in Tarkiye in the long run, according to the econometric analysis of this study. To take full
advantage of the opportunities presented by the COVID-19 crisis, the Turkish banking sector
must focus on strengthening its capacity to respond to any future shocks. Ultimately, this
study underscores the importance of proactive measures for the banking sector in Tiirkiye to
remain resilient in the face of future crises. Therefore, the Turkish banking sector must focus
on long-term strategies to successfully transition to post-pandemic times.

Looking ahead, post-COVID-19, the Turkish banking sector faces both opportunities
and challenges. As a result of the crisis, it demonstrated high resilience and adaptability.
Nevertheless, there are several challenges to be overcome. Turkish banks face the challenge
of non-performing loans. The Turkish banks will be required to take proactive measures to
address any issues that may arise in the event of a pandemic. Banks, regulators, and
borrowers must work collaboratively. The pandemic has prompted banks to invest in
technology and innovation. Due to these developments, banks can offer their customers a
higher level of service, increased security, and a more pleasant customer experience. The
industry must be monitored and responded to to ensure its resilience and stability.
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Abstract

The main focus of this study is examining the time-varying effects of house prices on monetary
policy in Tiirkiye from February 2010 to November 2021. We analyse these effects using a time-
varying parameter vector autoregressive model with stochastic volatility (TVP VAR-SV). The
evidence indicates that responses of inflation to positive house price shocks decrease over time. The
response of credit and interest rates to positive house price shocks increases after 2018. The results
reveal that the responses of the Central Bank of the Republic of Tiirkiye (CBRT) to the changes in the
housing market have changed over time.

Keywords : House Price, TVP VAR-SV, Monetary Policy.
JEL Classification Codes: C11, C32, E52.
Oz

Bu ¢alismanin amaci, Subat 2010°dan Kasim 2021’e kadar Tiirkiye'de konut fiyatlarinin para
politikas1 {izerindeki zamanla degisen etkilerini incelemektir. Bu etkiler stokastik oynakliga sahip
zamanla degisen parametreli vektor otoregresif model (TVP VAR-SV) kullanilarak analiz edilmistir.
Elde edilen sonuglar, enflasyonun pozitif konut fiyati soklarina verdigi tepkilerin zaman iginde
azaldigim gostermektedir. Kredi ve faiz oraninin pozitif konut fiyati soklarina tepkisi 2018’den sonra

artmaktadir. Sonuglar, Tirkiye Cumhuriyet Merkez Bankasimin (TCMB) konut piyasasindaki
degisimlere verdigi tepkilerin zaman iginde degistigini ortaya koymaktadir.

Anahtar Sozciikler : Konut Fiyati, TVP VAR-SV, Para Politikast.
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1. Introduction

The central bank's monetary policy decisions are vital in maintaining overall
economic health. These decisions include adjusting interest rates and managing the money
supply to stimulate economic activity or control inflation. The housing market is a
significant sector affected by these policies, as housing purchases typically involve
substantial financial investments, often necessitating the use of credit. Thus, central banks'
interest rates and money supply decisions can directly influence the housing market.
Excessive fluctuations in housing prices can lead to significant changes in consumers' net
wealth, indirectly affecting consumer spending and overall economic growth. For example,
rapid increases in housing prices can make consumers feel wealthier and lead to increased
spending. However, this situation also risks creating a housing bubble and subsequent bursts,
which can result in widespread financial and economic damage. While excessively low
interest rates can trigger prolonged housing market bubbles, excessively high rates can
negatively affect housing sales and the construction sector, leading to an overall economic
slowdown. Therefore, central banks must carefully evaluate the potential effects of their
monetary policy decisions on the housing market. Additionally, developments in the housing
market can have a significant impact on the health of the financial system. Large decreases
in housing prices can weaken the balance sheets of financial institutions and restrict their
lending capacities, leading to broader economic consequences. In this context, central banks
should closely monitor developments in the housing market and adjust monetary policy as
necessary to support financial stability and sustainable economic growth.

“The housing market is of central concern to monetary policymakers. To achieve the
dual goals of price stability and maximum sustainable employment, monetary policymakers
must understand the role that housing plays in the monetary transmission mechanism if they
are to set policy instruments appropriately” (Mishkin, 2007). These statements, spoken by
Mishkin a year before the subprime mortgage crisis in the USA, were a clear warning to
monetary policymakers. However, the housing market catastrophe did emerge. One of the
critical lessons from the global financial crisis is that while concentrating on price stability,
central banks should not ignore the threats rising in the financial system and the asset price
bubbles (Kara, 2012). The researchers reopened the discussion on how the housing market
affects the overall economy and how monetary policy should react to rising house prices
(Jarocinski & Smets, 2008; Jorda et al., 2020; Nocera & Roma, 2018). Since the crisis, many
major central banks have changed the implementation of traditional monetary policy. For
efficient policy implementation, central banks should now monitor the adverse real effects
of rising house prices (Tunc, 2020), which are consumers' most valuable asset, and also
adapt their monetary policy stance to protect against shocks (Bjernland & Jacobsen, 2010:
218). The CBRT has altered conventional inflation targeting policy by adopting financial
stability and monitored aggregate and regional house price indices since 2010.

However, most focused on developed countries using the same conventional
frameworks (VAR, SVAR), such as the US, New Zealand, Switzerland, Norway, the UK,
and Sweden. They have not paid more attention to open emerging economies using the time-
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varying methodology. Tiirkiye's house prices have been overheating rapidly in recent years,
and in August 2022, the annual growth rate reached 184%. After the 2018Q3, the CBRT
gradually reduced its policy interest rate, and house prices in Tiirkiye have since resumed
rising (Yildirim & ivredi, 2021). The primary motivation of this study is to investigate the
time-varying role of house prices on monetary policy in Tirkiye. “Does the change in house
prices impact the stance of monetary policy? Or, are monetary policymakers indifferent
regarding fluctuations in the housing market?”. To our knowledge, this research is the first
effort to analyse the impacts of Tiirkiye's house price shock on monetary policy using the
time-varying parameter vector autoregressive models with stochastic volatility (TVP-VAR-
SV). In general, the VAR model typically assumes that parameters are constant. However,
this may not be the case over long periods or when there are changes in economic policy.
As a result, it may be beneficial to consider allowing parameters to vary over time (Elliott
& Timmerman, 2013). Also, it is possible to get accurate insights using time-varying models
rather than conventional linear testing (Plakandaras et al., 2020). The Turkish economy
frequently experiences structural changes; for this reason, time-varying parameter
methodology is the correct approach in this study.

The study's main finding is that house price shocks have significant time-varying
effects on monetary policy stance. Therefore, As Mishkin (2007) asks in his work, “How
can monetary policy best respond to fluctuations in asset prices, especially house prices, and
possible asset-price bubbles?”. There will be much discussion on the answer to this question.

The remainder of this paper is organised as follows: Section 2 reviews the literature,
Section 3 describes the methodology, Section 4 presents the empirical results, and Section 5
concludes with policy implications.

2. Literature Review

There is widespread empirical and theoretical consensus in the literature that
monetary policy shocks can cause house prices (see Jarocifiski & Smets, 2008; Mishkin,
2007; lacoviello, 2002; Elbourne, 2008; Negro & Otrok, 2007; Bernanke, 2009; Robstad,
2018; Zhang & Pan, 2021). However, a few recent studies have explored the role of house
prices on a monetary policy stance and found that the effect of house prices on monetary
policy varies in different countries (Jarocinski & Smets, 2008; Bjernland & Jacobsen, 2010).
In their research on the role of house prices in the monetary transmission mechanism,
Bjernland and Jacobsen (2010) show that the monetary policies of Norway, Sweden, and the
UK are all influenced differently by house prices. When there is a shock in house prices,
interest rates react regularly. Because of the direct effects, Elbourne (2008) indicates that the
housing market plays a key role in the monetary transmission mechanism as well as
Giuliodori (2005), Cai and Wang (2018). Nocera and Roma (2018) reveal substantial
asymmetries among the countries in the euro area regarding how house prices react to
monetary policy. According to Wadud et al. (2012), the key determinants of Australian
house prices are the short-run interest rate and inflation. Tan and Chen (2013) show that
house prices are significant in the Chinese monetary policy transmission mechanism. There
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is substantial evidence to support the idea that changes in house prices have a wealth and
collateral effect. The bifurcation analysis of Brito et al. (2016) demonstrates that when
monetary policy is more actively implemented, it leads to significant fluctuations in housing
prices, manifesting as pronounced booms or busts. The study further establishes that
adopting interest rate feedback rules, which are designed to respond dynamically to changes
in both inflation and housing prices, cannot conclusively prevent the occurrence of these
extreme fluctuations in the housing market. In Pakistan, there is a one-way relationship
between monetary policy and housing prices, where a stricter monetary policy leads to lower
house prices, and a more flexible approach increases them, despite the central bank not
considering house prices when setting monetary policy (Umar et al., 2019). Bjernland and
Jacobsen (2013) show that monetary policy is less responsive to fluctuations in house prices
compared to stock prices in the short term, but in the long term, this relationship reverses;
however, due to the delayed response to house price shocks, they exert a more significant
influence on both GDP and inflation than stock prices. Short-run findings suggest that
policymakers prioritise stabilising the stock market in the short term, possibly due to its more
immediate impact on economic sentiment and liquidity. However, this dynamic shifts as
time progresses, with the long-term relationship between monetary policy and economic
indicators reversing. In this extended timeframe, the effects of house price shocks become
more pronounced, eventually surpassing the influence of stock price fluctuations on the
broader economy. This reversal can be attributed to several factors, including the slower
nature of housing market adjustments and the delayed implementation of monetary policy
responses specific to the real estate sector. The more significant influence of house prices
on GDP and inflation in the long term can be explained by the significant role the housing
sector plays in overall economic activity. Housing investments are a critical component of
GDP, and fluctuations in house prices can affect consumer wealth and spending,
construction activity, and broader financial conditions. Furthermore, changes in housing
costs are a key driver of inflation, mainly through mechanisms like rent and homeownership
costs. Therefore, despite the initial lag in response, the eventual impact of house price
changes on the economy is both profound and enduring, highlighting the critical need for
policymakers to consider the long-term implications of their decisions on the housing
market. According to Notarpietro and Siviero (2015), the optimal approach for monetary
policy to address fluctuations in house prices, whether due to shifts in housing demand or
financial disturbances, hinges on the economy's financial frictions. They argue for a negative
policy response when there are fewer financially restricted agents while advocating for a
positive response in economies with a high average loan-to-value ratio. Nocera and Roma's
(2018) analysis suggests that combining monetary policy with macroprudential regulatory
measures is essential to prevent potential real estate bubbles, especially in vulnerable
national housing markets, particularly when macroeconomic and financial stability goals are
misaligned, and house price responses to monetary policy vary significantly.

The findings of Albuquerque et al. (2020) show that since the 2008 Financial Crisis,
house prices in the US have become more reactive to a shock to an expansionary monetary
policy. The findings of Zhang and Pan (2021) suggest that in China's low-speed growth
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regime, monetary policy has a more significant impact on the housing market. Robstad
(2018) supports using monetary policy to moderate changes in house prices and prevent
financial instability in Norway. Mbazia and Djelassi (2019) empirically investigate the
relationships between house prices and money demand for five Middle East and North
African (MENA) nations. Findings demonstrate that rising house prices increase real money
demand in both the long- and short-run estimations. The importance of the influence of
house price developments on monetary policy in MENA countries may be clarified through
the positive relationships between house prices and money demand in Qatar, Malta, and
Tiirkiye. Dias and Duarte (2019) indicate that house rents rise in response to narrowing
monetary policy shocks compared to house prices. Kutlu's (2019) findings indicate that
changes in monetary policy have a negative impact on house prices in the Tiirkiye economy.
This result demonstrates how monetary policy significantly and positively impacts house
prices. The study's empirical results indicate that monetary policy affects house prices.
Therefore, the CBRT should take housing costs into account when formulating policies.
Tunc and Gunes (2022) examine the dynamic link between monetary policy and house prices
in seven emerging countries. They demonstrate that most central banks respond with
monetary policy to unexpected changes in house prices to limit any potential adverse impacts
on prices, output, and financial stability. The housing market is relatively localised and has
not yet the potential to have a spillover effect that would create an economic recession in
emerging markets; thereby, the monetary policy response has also been relatively muted. In
their research examining the CBRT’s sensitivity to increases in house prices since 2010,
Yildirim ve ivrendi (2021) found that house price fluctuations have no impact on Tiirkiye's
monetary policy response function. Although it is not the primary factor influencing house
prices, monetary policy has become more significant in recent years. Chen ve Lin's (2022)
study investigating the relationship between house prices and monetary policy concluded
that an expansionary monetary policy causes an increase in real house prices in almost all
the countries examined. Additionally, it was stated that the differences in the financial
liberalisation levels of the nations would be effective in shaping the response to the monetary
shocks of house prices.

3. Methodology

We use the TVP VAR-SV model proposed by Primiceri (2005) to determine the
dynamics of house prices and monetary policy. TVP VAR-SV model is an extension of the
basic VAR model. Allowing coefficient and variance-covariance matrix changes over time
enables the construction of a TVP VAR-SV model. The TVP-VAR model with stochastic
volatility is as follows:

Ve =X + A7  See,t =s+1,.,1n 1)

where the coefficients S;, parameters A, and X, are all time-varying.
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For the sake of simplicity, two assumptions are made. First, we will suppose that the
matrix A, is a lower triangular. Second, the parameters in (1) are determined via a random
walk process (Nakajima, 2011). We can build the model as follows:

Bt = Br—1 + up: 2
Ay = Qg1 + Uge (3)
he = heq + Upe 4

where, a, = (a21, a3z1) ) ak,k_l) be a stacked vector of the lower-triangular elements in A,
and hy = (hyg, ..., hye) With he = logaf; for j=1,..,k, t =s+1,..,n. Also we have

ﬁs+1~N(.uﬁ0' Eﬁo)y as+1~N(.uaov Zao) and hs+1~N(:uh01 Zho) with:

& [l 0 0 0]

ugel \ _[0 Zg 0 0
vari lu, _[0 0 %, OF

Une 00 0 Zn

The TVP-VAR-SV estimate procedure differs from traditional methods. When there
is constant volatility, Equations (1)-(4) may be represented as a Gaussian state-space model,
and the classical Kalman filter can be used to estimate. Due to the model has stochastic
volatility, we should estimate it using Bayesian techniques?.

Given the data y, sample from the posterior distribution (8, a, h, w|y) is generated
using the Markov chain Monte Carlo (MCMC) method where w = (24, 24, Z1,). The MCMC
algorithm involves the following steps (Nakajima et al., 2011):

(i) Initialize §,a, h and w

(ii) Sample B from p(B|a, h,Zg, )
(iii) Sample =z from p(Z5|8)

(iv) Sample a from p(a|B, h, 24, V)
(v) Sample X, from p(Z,|a)

(vi) Sample h from p(h|B, a, 2y, V)

(vii) Sample X;, from p(Z,|h)
(viii) Go back to (2)

If the MCMC sample has a high autocorrelation, the Markov chain method's
convergence is slow, and inference requires many samples (Nakajima et al., 2011). To
reduce the sample autocorrelation, the simulation smoother was developed by De Jong and
Shephard (1995) and Durbin and Koopman (2002). It enables sample a simultaneously from
the conditional posterior distribution (|8, h, £,, y) which can reduce the autocorrelation of

Y For details of estimation procedure Nakajima (2011) can be checked.
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the MCMC sample. To generate the VAR parameters 8 and use simulation smoother, the
following equations are used:

Ve — XeBe + A7 S, t =s+1,..,m )

Bt =Br-1tugt=s,..,n—1 (6)
where B = pug, and ug. ~ N(0,Zg).

Ve =Xear + Zegpt=s+1,..,n ©)

Ay = ap_1 + Uy 8)
where a; = ppg, and ug, ~ N(0,Z,).

Ve =yt — XtBe C)]

andfort=s+1,..,n:
0 0
(—yn 0 0w \
? 0 9 Y O e

0 0 0 - = Proae

To draw stochastic volatility states h, the inference for {h]-t}?:S+1 separately for j =
1,..,k.

The i-th element of 4,9, can be written as:

% h;
i =exp(t) gt =s+1,..,n (10)

hity1 =hig + it =5, ,n—1 (11)

G0 1))
4. Empirical Results

We use the monthly frequency industrial production index (2015=100), consumer
price index (2003=100), total domestic credit, exchange rate, and interbank interest rate
(short-term interest rate as an indicator of the policy stance) and house price index
(2017=100) for the period 2010:02-2021:11. All data are taken from the CBRT Electronic
Data Delivery System except interbank interest rate. It is taken from Fred Lousiana. The
industrial production index and consumer and house price indexes are seasonally adjusted
using the Tramo-Seats. The exchange is the average TL equivalent of the euro and dollar
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exchange rates. Percentage change of all variables except the interbank interest rates
compared to one period ago is taken?. We take the first difference in the interbank interest
rate. After transformation, we take the abbreviations of variables: the interbank interest rate,
total credit, nominal exchange rate, industrial production index, house price index, and
consumer price index as ir;, cre;, exc;, ip;, house, inf;, respectively.

In our basic model (1), we take, y, = (ip;, inf;, cres, excy, iry, house,)'. To identify
the effects of the monetary policy, the interest rate is often taken as the last variable in the
Cholesky order. As suggested in Bjornland and Jacobsen (2010) and Robstad (2018), we
take the house price as the last variable in the ordering of the Cholesky decomposition
because of the economic theory, contemporaneous effects of monetary policy are typically
expected, particularly on assets prices such as house prices and exchange rates.
Theoretically, if these asset values affect the real economy, monetary policy should respond
contemporaneously to changes in these variables. This study explores how time variation
within a VAR model can occur either in the coefficient matrix or the variance-covariance
matrix. To find the best way to represent changes over time, four model specifications are
compared: time-varying parameters with (1) stochastic volatility or (2) constant variance
and fixed coefficient with (3) stochastic volatility or (4) constant variance. The deviance
information criterion (DIC) determines the best-fitting model (Spiegelhalter et al., 2002).

Table: 1
DIC Values for Different VAR Models
Modeller DIC Pa D
TVP-VAR-SV 6720.45 48.25 -3360.23
TVP-VAR 6905.32 42.67 -3451.49
VAR-SV 7150.88 39.82 -3575.12
VAR 7324.15 37.94 -3668.08

Table 1 reveals that the TVP-VAR-SV model has the best fit, as indicated by its
lowest DIC value. This means that using time-varying parameters offers a superior model to
constant coefficients. Additionally, incorporating stochastic volatility further improves the
model's fit compared to constant variance. To determine the number of lags in the VAR, we
evaluate the model from one to six lags and select the appropriate lag with the lowest
Schwarz-Bayesian Information Criterion; the minimum value is obtained when the model is
estimated with one lag. We draw 10000 samples from the posterior distribution after
discarding 1000 as a training sample. The posterior means, SD, and 95% confidence
intervals of the selected parameters obtained from the TVP-VAR estimate are presented in
Table 2. Considering the convergence diagnostics and inefficiency factors, the posterior
distribution converged, and a sufficient number of independent samples were obtained to
conclude (Nakajima et al., 2011).

2 From now on, when we talk about variables, we mean their transformed state.
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Since the prediction method used in the study is Bayesian, some a priori information
must be entered into the system beforehand. The distributions of covariance matrices are
assumed to have the following a priori:

(%), *~Gamma(10;0,01)

E72~Gamma(2;0,01)
C)72~Gamma(2;0,01)

We take pg, = 0, g, =0, pp, = 0 and g =X, = Z;, = 6 X I for initial values
of time-varying parameters.

Table: 2
Estimation Results for Selected Parameters in the TVP-VAR-SV Model
Parameter Mean Std. error Lower (%95) Upper (%95) CD statistics Inefficiency
Sb, 0,0023 0,0003 0,0018 0,0029 0,439 6,85
Sh, 0,0023 0,0003 0,0018 0,0029 0,074 10,30
Sa, 0,0055 0,0016 0,0033 0,0096 0,413 43,45
Sa, 0,0060 0,0020 0,0035 0,0116 0,248 48,86
Shy 0,3444 0,1008 0,1789 0,5750 0,961 41,22
Sh, 0,0055 0,0016 0,0034 0,0093 0,516 46,77

The next part examines the effect of the change in house prices on monetary policy
with the help of time-varying impulse and response functions. All figures contain two
different graphic types. These are three-dimensional (3D) and short- and long-term impulse-
response functions. Three-dimensional graphs are formed by giving impulse response
functions obtained for all time points on a single graph. On the other hand, confidence
intervals of impulse-response functions cannot be shown in these graphs due to the
complexity of the graph. The second type of graph, which includes confidence intervals and
shows cumulative effect responses, is given below the three-dimensional graphs. Only
impulse response and their confidence bands for periods 1 and 18 are presented in this graph.

Figure 1 reports the impulse responses of interest rates to a positive house price
shock. The response of interest rates to house price shocks is positive and has a time-varying
structure. The response increases in the short term but is constant between 2010 and 2018 in
the long run. After 2018, the response increases in the long term.

Between 2010 and 2018, Tiirkiye's economy experienced a period of relative stability
and growth. Like many countries, Tiirkiye was affected by the global financial crisis in 2008-
2009. However, its economy recovered quickly due to economic reforms and strong
domestic demand. This may have contributed to the constant interest rate response during
this period. The CBRT implemented expansionary monetary policies to stimulate economic
growth. This could have contributed to the stable interest rate response to house price shocks,
as the central bank aimed to maintain low interest rates to support growth. In 2018, Tiirkiye
faced an economic downturn and currency crisis, with the Turkish lira losing significant
value against major currencies. This led to high inflation and decreased investor confidence,
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prompting the central bank to raise interest rates aggressively. The central bank's approach
to monetary policy may have become more reactive to economic indicators, such as house
price shocks, to stabilise the economy.

Figure: 1
The Impulse Response Function of the Interest Rate to One Standard Deviation
Positive the House Price Shocks with +2 Standard Error Bands
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Figure 2 reports inflation's impulse responses to a positive house price shock. The
short-term effects of a positive house price shock on inflation are positive but statistically
insignificant after 2018. In the short run, inflation's response increases between 2012 and
2015 and decreases until 2020.
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Figure: 2
The Impulse Response Function of the Inflation to One Standard Deviation Positive
the House Price Shocks with £2 Standard Error Bands
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Between 2012 and 2015, Tiirkiye experienced strong economic growth driven by
domestic demand, government spending, and a construction boom (World Bank, 2014). The
CBRT maintained relatively low-interest rates to support growth, which could have
increased credit availability and contributed to the rising inflation during this period. The
Turkish government promoted the construction and real estate sectors, resulting in increased
demand for housing and an upsurge in house prices. This could have contributed to the
positive relationship between house price shocks and inflation during this period. From 2015
until 2020, Tiirkiye's economy faced several challenges, including political instability. The
coup attempt in 2016, rising geopolitical tensions, and domestic political issues contributed
to increased uncertainty, which could have dampened economic growth and reduced the
impact of house price shocks on inflation. In 2018, Tiirkiye experienced a currency crisis,
with the Turkish lira losing significant value against major currencies. This led to high
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inflation and prompted the central bank to raise interest rates aggressively to stabilise the
economy. This tightening of monetary policy could have weakened the relationship between
house price shocks and inflation.

After 2018, the positive but statistically insignificant relationship between house
price shocks and inflation could be attributed to stabilising inflation. As the central bank
took measures to curb high inflation, the relationship might have become less pronounced.

Figure 3 shows the credit response to a positive house price shock. Before 2018, the
response was positive but statistically insignificant. It increased after 2018 and reached its
maximum value in 2021.

Figure: 3
The Impulse Response Function of the Credit to One Standard Deviation Positive the
House Price Shocks with £2 Standard Error Bands
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Before 2018, the statistically insignificant response of credit to house price shocks
can be attributed to several factors. Tiirkiye recovered relatively quickly from the global
financial crisis, with economic decisions and solid domestic demand stimulating credit
growth. The relationship between credit and house price shocks was weak during this
recovery period.

The Central Bank kept interest rates relatively low during this period, encouraging
borrowing and credit expansion. However, the relationship between credit and house price
shocks was not strong enough to be statistically significant. The economic administration
and financial institutions implemented regulations and lending practices that limited the
impact of house price shocks on credit growth. For example, in this period, regulations such
as the regulation of credit valuation ratios, macroprudential regulations on credits, maturity
limits on house credits, and limits on house credit interest rates have the potential to limit
the impact of house price shocks on credit growth in Tirkiye.

After the 2018 currency crisis, the CBRT raised interest rates, but post-June 2019
saw a rapid decline in interest rates. Low interest rates boosted demand for house credit,
contributing to the rise in house prices, which led to an increase in total domestic credits. In
the same period, foreign investors' interest in the real estate sector led to a rise in house
prices and an increase in total domestic credits.

5. Conclusion

This study examines the impact of house prices on a monetary policy stance, price
stability, and credit using the TVP VAR-SV model for Tiirkiye. While the effect of the house
price shock on inflation is statistically insignificant after 2018, its impact on credit and
interest rates increases after 2018. The effect of house prices on credit and interest rates is
long-term and increases after 2018. Empirical evidence shows that 2018 is when the
response of other variables changed in response to the shocks in house prices for Tiirkiye.

Our findings show that CRBT reacts to house market developments. The
development of the housing market, its financialisation, and the emphasis of economic
management on the housing market may be effective in the changing effects of the housing
market on the monetary policy over time. In particular, as of the beginning of 2018, it is
thought that the CBRT has taken a tighter monetary stance within the "leaning against the
wind" view to reduce the risks accumulated in the financial markets due to the increase in
house prices. After the rapid depreciation of the Turkish lira in August 2018, the CBRT
tightened its monetary policy significantly and implemented additional measures against
speculative currency attacks. The CBRT did not remain indifferent to developments in house
prices in the short and long term and gave more palpable responses, especially in the post-
2018 period, despite house price shocks. In other words, during the determination of the
monetary policy of the CBRT, it took an approach that considered price stability and house
prices. When the CBRT wishes to control house prices, it would be appropriate to consider
the time-varying nature of the asset channel.
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The broader implications of our findings suggest that central banks in other countries
could benefit from considering the dynamic relationship between house prices and monetary
policy. Our study indicates that a time-varying approach to the asset channel can be crucial
for managing price stability and monetary policy efficacy. Central banks might employ
similar strategies to "lean against the wind", adjusting their policy stances in response to real
estate market signals to preempt financial instability and ensure sustainable economic
growth.
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Abstract

This study examines the relationship between inflation and financial development indicators
for the Fragile Five countries between 1981 and 2021. The study analysed the relationship between
symmetric and asymmetric distributed lag regression models. Inflation appears to have a negative
impact on financial development in countries other than Brazil and India. The results prove that the
most extended correction process was experienced in India, and the shortest was experienced in
Indonesia among the Fragile Five countries. Research results emphasise that high inflation negatively
affects financial development in these economies by increasing the cost of financial intermediation.
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Oz

Bu calismanm amaci kirilgan besli iilkeler igin 1981-2021 yillar1 arasinda enflasyon ile
finansal gelisme gostergeleri arasindaki iligkiyi incelemektir. Calismada s6z konusu iliski simetrik ve
asimetrik gecikmesi dagitilmis regresyon modelleriyle analiz edilmistir. Bulgular, Hindistan digindaki
kirilgan besli iilkelerinde enflasyonun finansal gecikme iizerinde asimetrik etkisi oldugunu ortaya
koymaktadir. Enflasyonun Brezilya ve Hindistan digindaki iilkelerde finansal gelisme iizerinde
olumsuz etkisinin bulundugu goriilmektedir. Sonuglar Kirilgan besli iilkelerinde en uzun diizeltme
stirecinin Hindistan'da, en kisa diizeltme siirecinin ise Endonezya'da yasandigina yonelik kanitlar

sunmaktadir. Arastirma sonuglari, yilksek enflasyonun finansal araciligin maliyetini artirarak bu
ekonomilerdeki finansal gelismeyi olumsuz etkiledigini vurgulamaktadir.

Anahtar Sozciikler : Finansal Geligsme, Enflasyon Orani, Asimetrik Esbiitiinlesme.
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1. Introduction

Along with endogenous growth models, the impact of financial development on
economic growth comes to the forefront. India, Indonesia, Brazil, Tiirkiye and South Africa
(the “Fragile Five™) emerged as most affected by the policy change in May 2013 when the
US Federal Reserve announced that it would end its bond-buying program. However, in
developing countries, the impact of inflation on financial development is limited due to the
substitution of money, which prevents the expected effectiveness of monetary policy.
Economic actors in economies without price stability start holding their savings in foreign
currency. Therefore, investment instruments in national currency are not preferred. As a
result, efficiency in resource allocation cannot be achieved, and inflation indirectly hinders
economic growth. This is because high inflation reduces household savings. Financial
development is adversely affected as intermediation costs in the financial system increase.
Additionally, when high inflation brings high-interest rates, it negatively affects total
investment expenditures in the economy. Rising current interest rates create a hysteria effect,
and the decrease in investment expenditures per labour leads the economy to deviate from
the equilibrium value of a stagnant state. Thus, financial markets cannot provide the
expected benefit in economic growth. Therefore, policymakers must first ensure price
stability to bring out the expected impact of financial stability on economic growth.

After the introduction section, which provides the aim and motivation of the study,
the second section includes a theoretical background and a literature review. The empirical
analysis is presented in the third section, and policy recommendations are included in the
final section.

2. Literature Review

There are many questions in the literature regarding the development of the financial
system. When the theoretical literature is considered, indicators such as product diversity,
structural indicators, transaction margins, and quantity measures are considered indicators
of financial development (Levine, 1997). In the empirical literature, private sector credit
volume, stock market capitalisation, and banking system deposits are included in the
analysis (Lynch, 1996). General findings in studies examining the impact of financial
development on inflation suggest that inflation has a negative effect on financial
development. Haslag and Koo (1999), Odhiambo (2012), and Alimi (2014) argue that the
positive effect of financial development on growth diminishes in countries experiencing high
inflation. According to Tiirkmen and Agir (2020), the inefficiency of domestic savings
instruments due to the emergence of money substitution caused by high inflation hinders
financial development. As a result, savings rates decrease, and financial development is
negatively affected in economies with high inflation, as a significant portion of household
budgets is directed towards basic needs. Internal growth models claiming that the financial
system's development is an important determinant of economic growth suggest that efficient
financial markets positively impact economic growth. Boyd et al. (1996) and Bandura
(2020) argue that inflation has a negative effect on financial development when it exceeds a
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particular threshold value. Bandura (2020) suggests that inflation positively affects financial
development in countries below 31% but has a negative effect when it exceeds this figure.
Boyd et al. (2001) consider the threshold value of inflation as 15%, Khan et al. (2006) as
6%, Rousseau and Yilmazkuday (2009) as 18.6%, Keho (2010) as 36.5%, Rousseau and
Wachtel (2011) as 25%, and Abey (2012) as 16%. Bittencourt (2011) suggests that every
10% decrease in inflation increases financial development by 0.55%. According to
Bittencourt (2011), economic uncertainty leads to a decrease in private-sector credit demand,
while according to Naceur and Ghazouani (2005), the negative effect occurs through stock
markets and commercial banks. Haslag and Koo (1999) suggest that when central banks
have low nominal reserves, Cuadro et al. (2003) suggest that integrating central banks into
international payment systems can mitigate the negative effect of inflation on financial
development. However, Huybens and Smith (1999) argue that the economy cannot reach a
steady-state equilibrium with per capita capital stock due to high inflation. This is because
the high interest rate path caused by the Fisher effect hinders the diversification of financial
instruments. Ang and McKibbin (2007) have stated that uncertainty in inflation rates will
create a “fear of hyperinflation” effect in the medium and long term. English (1999), Kim et
al. (2010), Abey (2012), and Bittencourt (2008) argue that inflation has a positive effect on
financial development in the short term. According to the relevant literature, during periods
of high inflation, economic actors tend to turn to alternative financial instruments
denominated in the national currency to protect their real wealth in the financial system.

3. Empirical Results

In this study, the impact of inflation on financial development in the economies of
Brazil (BRA), India (IND), Indonesia (IDN), Tirkiye (TUR), and South Africa (ZAF),
collectively referred to as the Fragile Five, is examined using symmetric and asymmetric
regressions. The financial development index (FD) is based on the study conducted by Sahay
etal. (2015). While Raheem and Oyinlola (2015) use M2 money supply growth as a measure
of the general price level, Batayneh et al. (2021) and Dar and Nain (2024) use the GDP
deflator. However, in this study, the consumer price index (INF) is used following the works
of Bittencourt (2011), Almaki and Batayneh (2015), and Ehigiamusoe et al. (2022). Ismail
and Masih (2019) and Dar and Nain (2024) use the ratio of exports and imports to GDP (TO)
as a measure of trade openness. The natural logarithm of the financial development index
and gross domestic product variables is considered. The financial development index is
obtained from the IMF, while the other variables are obtained from the World Bank data
distribution system. Empirical analyses involve the application of Augmented Dickey-Fuller
(ADF) and Phillips-Perron (PP) unit root tests, as well as symmetric (ARDL) and
asymmetric (NARDL) distributed lag regression models.
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Table: 1

Unit Root Test Results

InFD INF
ADF (1981) [ PP (1988) ADF (1981) | PP (1988) ADF (1981) I PP (1988) ADF (1981) I PP (1988)
Countries Level First Differences Level First Differences

- BRA -0.563 [0.867 -0.412 [0.897 -5.548 [0.00]* -8.004 [0.00]* -2.111[0.241] -3.233[0.025]° -2.800 [0.069]° -15.943 [0.00]*
S IND -1.901 [0.328] -1.928 [0.316] -6.218 [0.00]* -6.225 [0.00]* -3.631 [0.00]* -3.653 [0.00]° -8.838 [0.00]* -9.624 [0.00]
2 IDN -3.569 [0.011] -3.023[0.041] -5.761 [0.00]* -5.155 [0.00]° -4.927 [0.00]° -4.938 [0.00]° -7.776 [0.00]° -26.427 [0.00]
8 TUR -0.795 [0.809] -0.818 [0.802] -4.788 [0.00]* -4.754 [0.00] -1.105 [0.704] -1.113[0.701] -6.173 [0.00]* -6.179 [0.00]°

ZAF -1.684 [0.431] -2.408 [0.145] -6.028 [0.00] -6.121 [0.00] -1.299 [0.619] -1.658 [0.444] -5.891 [0.00]* -9.471 [0.00]*

BRA -2.451 [0.349] -2.501 [0.326] -5.467 [0.00]* -8.091 [0.00]* -4.053 [0.016]° -3.563 [0.046]° -2.648 [0.263] -16.56 [0.00]*
° IND -1.714[0.726] -1.714[0.762] -6.393 [0.00]* -6.393 [0.00]* -3.906 [0.02]° -3.981[0.017]° -8.693 [0.00]* -9.448 [0.00]*
& IDN -4.585 [0.00]* -3.272[0.085]° -5.680 [0.00]* -5.145 [0.00]* -5.117 [0.00]* -5.117 [0.00]* -7.674 [0.00]* -29.353 [0.00]°
= TUR -3.584 [0.044]° -2.128[0.514] -4.721 [0.00] -4.684 [0.00]* -1.777 [0.697] -1.767 [0.701] -6.160 [0.00]° -6.167 [0.00]*

ZAF -1.830 [0.670] -1.474[0.821] -6.241 [0.00] -9.288 [0.00]* -0.926 [0.941] -2.740 [0.227] -5.916 [0.00]* -10.363 [0.00]°

InGDP TO

- BRA -1.038 [0.730] -1.104 [0.704] -4.519 [0.00]* -4.522 [0.00]* -0.177 [0.933] -0.252 [0.923] -5.604 [0.00]* -5.604 [0.00]*
5 IND 0.679 [0.99] 0.693 [0.99] -6.02 [0.00]* -6.048 [0.00]* -0.792 [0.810] -0.830 [0.799] -5.319 [0.00] -5.328 [0.00]*
2 IDN -0.126 [0.945]° -0.112 [0.841] -6.265 [0.00] -6.265 [0.00] -2.941 [0.045]° -3.007 [0.042]° -9.541 [0.00]* -9.778 [0.00]*
S TUR -0.966 [0.755] -0.966 [0.755] -6.362 [0.00]* -6.364 [0.00]* -1.129 [0.694] -0.776 [0.814] -5.868 [0.00]* -6.898 [0.00]*

ZAF -0.687 [0.834] -0.740 [0.824] -4.780 [0.00]* -4.579 [0.00] -1.784 [0.382] -1.656 [0.445] -6.558 [0.00]° -7.545 [0.00]

BRA -2.408 [0.369] -1.999 [0.584] -4.484 [0.00]* -4.480 [0.00]* -1.796 [0.689] -1.957 [0.605] -5.678 [0.00]° -5.708 [0.00]*
z IND -1.762 [0.704] -1.765 [0.702] -6.089 [0.00]* -6.089 [0.00]* -1.485 [0.818] -1.737 [0.715] -5.229 [0.00]* -5.224 [0.00]*
o IDN -0.126 [0.934] -2.482 [0.334] -6.231 [0.00]* -6.231 [0.00]? -3.132[0.119] -3.198 [0.092]° -6.918 [0.00]* -10.409 [0.00]
= TUR -1.469 [0.823] -1.763 [0.703] -6.428 [0.00)* -6.428 [0.00])* -3.416 [0.063]° -3.421 [0.062]° -5.789 [0.00]* -7.225 [0.00)

ZAF -2.957 [0.156] -2.175 [0.489] -4.717 [0.00] -4.489 [0.00]* -3.336 [0.075]° -3.327 [0.076]° -6.509 [0.00]* -7.787 [0.00]

Note: The values in square brackets represent probability values. The values a, b, and c, respectively, indicate the series' stationarity at significance levels of 1% (0.01), 5% (0.05), and 10% (0.1).
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The financial development index is stationary at the 5% significance level in both the
ADF (1981) and PP (1988) unit root tests in Indonesia, while in the trend model, it is
stationary in Tiirkiye alongside Indonesia. Economic growth is stationary at the level value
only in the trend model in Indonesia. The inflation rate is stationary at its current level in
almost all five fragile countries due to the rigidity of prices. This is believed to be caused by
inflation hysteresis and the variable exhibiting long memory. In terms of trade openness, it
is observed that in Indonesia, at the level value, both ADF (1981) and PP (1988) unit root
tests show significance at the 5% level, while in the trend model, Tiirkiye and South Africa
are stationary at the 10% significance level. Considering the results of unit root tests, it is
believed that the Indonesian economy has experienced a relatively more stable period and
has been less affected by internal and external economic crises. Finally, it is assumed that
variables, except for the inflation rate, carry a unit root at the level value and are stationary
in the first difference. In the distributed lag model:

INFD, = /3, + 8, INFD_,+ f3,,INF,_, + 3, NGDR_, + ,, INTO,_,+ A,ECT (-1) +&, (1)

The parameters P represent the impact of the inflation rate on financial
development. B3, and Bap represent the impact of economic growth and the trade openness
rate on financial development, respectively. ECT(-1) represents the error correction
coefficient. From an economic theory perspective, it is expected that By, will be negative,
while Bsp and Bap will be positive. The asymmetric ARDL model, developed by Shin et al.
(2014), examines the effects of the positive and negative components of the inflation rate on
financial development. The nonlinear autoregressive distributed lag (NARDL) model
accounts for asymmetric lag.

INFD, = B, + B, INFD,_,+ f3,,INF’ | + B, INF_ | + f, INGDP,_ + 5, TO,_, + BECT (-1) +¢, )

[32 represents the positive component of the inflation rate (increase in the general price
level) and its impact on financial development; B3 represents the negative component of the
inflation rate (decrease in the general price level) and its impact on financial development;
Bap and PBsp, respectively, represent the impact of economic growth and the trade openness
rate on financial development. From an economic theory perspective, By is expected to be
negative, while Bsp, Bap, and Psp are expected to be positive.

In the Brazilian and South African economies, the NARDL model is preferred
because the F-statistics in the ARDL model are smaller than the critical values for I [0]. In
the Indian economy, the ARDL model is preferred because the F-statistics in the NARDL
model are smaller than the critical values for I [0]. In the Indonesian and Turkish economies,
the NARDL model is used as the AIC information criterion is lower, considering that both
the ARDL and NARDL relationships exist in the boundary test. The alternative hypothesis
is accepted at the 1% significance level in all Fragile Five countries, and the models are
significant.
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Table: 2
Symmetric and Asymmetric Bounds Test Results
Statistics BRA IND IDN TUR ZAF
F stat (K) 2.658 (3) 3.422° (3) 4.646" (3) 7.4557 (3) 1.863 (3)
| F stat 250.11 155.33 10.093 219.35 225.14
2 [prob] [0.00] [0.00]° [0.00]° [0.00]2 [0.00]2
< Adj. R? 0.983 0.972 0.742 0.993 0.970
AlIC -4.398 -4.895 -4.411 -5.738 -4.405
F stat(k) 5.457° (4) 1.915 (4) 5,474% (4) 5.982° (4) 3.274° (4)
3 F stat 162.29 138.7 5.618 222.86 83.047
z [prob] [0.00]2 [0.00]° [0.00]° [0.00]2 [0.00]2
z Adj. R? 0.993 0.973 0.915 0.996 0.975
AlIC -4.860 -4.895 -4.769 -6.038 -4.109

Note: For linear ARDL, the critical values for 1[0] at significance levels of 1%, 5%, and 10% are 3.65, 2.79, and 2.37, respectively. The critical values

for I [1] are 4.66, 3.67, and 3.2. For NARDL, the critical values for | [0] at significance levels of 1%, 5%, and 10% are 3.29, 2.56, and 2.2,
respectively. The critical values for | [1] are 4.37, 3.49, and 3.09. AIC (Akaike Information Criterion) indicates acceptance of the alternative
hypothesis at significance levels of 1% (0.01), 5% (0.05), and 10% (0.1) with values a,b and c.

Table: 3
ARDL and NARDL Parameters Estimation

BRA IND DN TUR ZAE
2.709 0.504 0.358
Constant s -8.989 (0.663) 0208 058 -0.973 (0.678)
INF - -0.057 (0.634) - -
N 0.020 0.0004
INF -0.000117 (0.265) ooy o -0.0079 (0.138)
INF- -0.000136 (0.214) (3'8715’)0 ~0.000087 (0.068)° ('8:83)4&
0.237 0.057
InGDP oo 0.973 (0.645) 0.0145 (0.715) 090 0.1003 (0.638)
0.0123 0.001
T0 T -0.039 (0.679) -0.0058 (0.077)¢ 0oon -0.0002 (0.941)
-0.423 1306 0471 0447
ECT(1) (0.00)* -0.024 (0.00° (0.00) (0.00)* (0.00)"
2.997 7,669 0,513 1174
2,
s (0.078)° 1.739(0193) (0.00)° (0.609) (0.326)
0.466 1.163 1.092 1.280
2
x (0.938) 1.663 (0.154) (0.405) (0.433) (0.289)
0472 0.437 0.716 4833
2,
e (0.501) 0.960 (0.344) 0.67) (0.484) (0.00)°
13.221 0.457 0.735 :
B oo 0.675 (0.713) 0198 0t 7.259 (0.026)
W W 4.426 4.194 4.082 1258
e s (0.00)% (0.00° (0.00° (0.312)

Note: a, b, and c values, respectively, indicate that the alternative hypothesis is accepted at significance levels of 1%, 5%, and 10%. The values in
parentheses indicate probability values. x?sc, x?n, x%, and y*x s, respectively, represent serial correlation, the Breusch-Pagan-Godfrey
heteroskedasticity test, the Ramsey RESET test, which checks the appropriateness of the functional form of the model, and the Jarque-Bera JB

normality test. The Wald test examines the null hypothesis that the coefficients of INF* and INF- are not statistically different.

The table includes ARDL results for India and NARDL results for other countries. In
Brazil, the positive and negative components of the inflation rate are statistically
insignificant. A 1% increase in GDP in Brazil increases financial development by 0.23%,
and a 1% increase in TO increases financial development by 0.012%. Symmetric ARDL
results were obtained for India, and the coefficient indicating the impact of inflation on
financial development is statistically insignificant. Similarly, income and trade openness do
not affect financial development. In Indonesia, both the positive and negative components
of inflation are statistically significant. The impact of both components on financial
development is positive (INF+ 0.02 and INF- 0.019). Accordingly, the response of financial
development to inflation shocks is asymmetric. However, contrary to the Brazilian economy,
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it was found that GDP (-0.0058) and TO (-1.306) have a negative impact on financial
development in the Indonesian economy. In Tiirkiye and South Africa, the impact of the
positive inflation component on financial development is statistically insignificant. The
impact of the negative inflation component on financial development is relatively lower in
the Turkish economy compared to the South African economy. The error correction term is
statistically significant in all Fragile Five economies. The most extended correction process
is observed in India, while Indonesia is the shortest. The autocorrelation problem exists at a
significance level of 10% in Brazil and 1% in Indonesia, while only model specification
error exists at a significance level of 1% in South Africa. No variance problem was
encountered in any of the Fragile Five countries. According to the Jarque-Bera test, using
nonlinear parameter estimation methods would yield more robust results when examining
the impact of inflation on financial development in Brazil and South Africa. The empirical
findings indicate that, in line with the views of Huybens and Smith (1999) and Kayhan et al.
(2013), the Brazilian economy is not moving away from a steady state. Similarly, in line
with the study by Stefani (2007) for the Brazilian economy, it is seen that the demand-led
growth hypothesis from economic growth to financial development is valid. The fact that
the independent and control variables are statistically insignificant for the Indian economy
does not allow for sufficient policy recommendations.

4, Conclusion

Although neglected in neoclassical growth models, the impact of financial
development on economic growth has been theoretically and empirically explained in
endogenous growth models. On the other hand, inflation limits the impact of financial
development on economic growth in developing countries experiencing chronic price
stability problems. This study examines the impact of financial development on economic
growth in the Fragile Five countries using symmetric and asymmetric cointegration methods
from 1981 to 2021. As a result of unit root tests, it is seen that price stability is relatively
achieved in the economies of Brazil, India, and Indonesia. Similar results to the literature
were obtained for Tiirkiye and South Africa, which suggest that inflation has a negative
impact on financial development. Additionally, the negative impact of inflation on financial
stability is higher in the South African economy. The negative impact of the negative
component of inflation (decrease) on financial development in Tiirkiye and South Africa
indicates the existence of downward rigidity in the general price level in these countries. The
only result that contradicts the literature emerges in the Indonesian economy. There is a
positive relationship between the positive inflation component and financial stability in
Indonesia. According to Abey (2012) and Bittencourt (2008), this situation in the Indonesian
economy results from inflation below the ideal. Thus, there is a positive effect from both the
positive and negative components of inflation towards financial development in Indonesia.
However, this raises the question of what the inflation threshold value should be for
Indonesia, which reveals the effect of inflation on financial development. It was concluded
that price stability must be ensured to increase financial development's impact on economic
growth. When considering the control variables, it is concluded that economic growth and
trade openness rate positively affect financial development in Brazil, parallel to the
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literature. Nonlinear time series methods can be considered for future studies to analyse if
there is a positive effect on financial development when current inflation is below the
optimal inflation rate.
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Finansal Tabana Yayilmadaki Dijitallesmenin Tiirkiye’deki Mevduat
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Abstract

This study investigates the impact of digitalisation in financial inclusion on the financial
performance of deposit banks operating in Tiirkiye between 2010 and 2021. The study's dependent
variables are the financial performance indicators, namely the return on assets (ROA) and return on
equity (ROE). The number of ATMs and data related to Internet banking are explanatory variables,
while asset size, equity ratio, and economic growth are control variables. The analyses conducted using
the Two-Step System GMM method reveal that the lagged values of profitability indicators, the
number of internet banking customers, financial transactions made through internet banking, equity
ratio, asset size, and economic growth have a positive effect on profitability, while the number of
ATMs has a negative impact.
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Oz

Bu caligmanm amaci, 2010-2021 doneminde finansal tabana yayilmadaki dijitallesmenin
Tiirkiye’de faaliyet gosteren mevduat bankalarinin finansal performanslari tizerindeki etkisinin
aragtiritlmasidir. Calismanin bagimli degiskenleri; finansal performans gostergeleri olarak aktif karlilik
oran1 (ROA) ve 6zsermaye karlilik oran1 (ROE)’dir. ATM sayisi ile internet bankaciligina iliskin
veriler agiklayici degiskenler olup aktif biiyiikligl, 6zsermaye oran1 ve ekonomik biiyiime ise kontrol
degiskenleridir. ki Asamali Sistem GMM yontemi ile yapilan analizler neticesinde; karlilik
gostergelerinin gecikmeli degerleri, internet bankaciligi miisteri sayisi, internet bankaciligi ile yapilan

finansal iglemler, 6zsermaye orani, aktif biiyiikligii ve ekonomik biiyiimenin karlilik {izerinde pozitif,
ATM sayisinin ise negatif etkili oldugu tespit edilmistir.

Anahtar Sozciikler : Finansal Tabana Yayilma, Dijitallesme, Internet Bankacilig1, Karlilik.
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1. Introduction

Financial Inclusion (hereinafter FI) has gained notable prominence recently due to its
pivotal role in fostering inclusive economic growth and driving progress within the financial
sector. Furthermore, it constitutes a crucial component of the emerging development
paradigm and is deemed indispensable in surmounting stagnation within the capitalist
system (Abuk-Duygulu & Ozyigit, 2022). The emerging development paradigm hinges on
eliminating obstacles to financial access, aiming to mitigate inequality, and is fundamentally
underpinned by FI. In the aftermath of the global financial crisis of 2008, FI has taken on a
central role in the public policy agenda. Particularly in emerging economies, there is a
growing urgency among lawmakers, policymakers, and regulators to establish a financial
system that ensures universal access to financial products and services for all adults. This
system should enable individuals to address their financing requirements and facilitate
investments through various financial instruments (Giindiiz & Ozyildirim, 2020). According
to data from the World Bank, as of 2021, it has been determined that around 1.4 billion
people, constituting 24% of the global adult population, lack access to financial services
through an account with any financial institution.FI is perceived to mitigate income
inequality, alleviate poverty, boost savings, shape investment choices, and improve
comprehensive economic well-being, as it involves integrating more individuals and
businesses into the financial system.

Banks play a crucial role in promoting economic growth by offering essential
financial services to individuals and businesses alike. Developments in telecommunications
and information technology significantly affect banks. Information technologies have
become a strategic tool in today's banking sector. The advancement of information
technologies in the banking sector primarily focuses on enhancing customer service
delivery, expanding market share, innovating high-quality or cost-effective products, and
improving employee productivity more so than other factors (Thankgod et al., 2019).
Technological progress has empowered banks to swiftly and seamlessly access novel
products and services, thus broadening their customer reach. Moreover, the surge in
electronic transactions has ushered in numerous benefits for banks, notably in profitability,
efficiency, and efficacy (Arslan & Yavuzaslan, 2019). Increased digitisation through the
Internet and mobile banking has been vital to financial development and FI (Kouladoum et
al., 2022).

In short, FI, defined as the degree to which individuals benefit from financial services
(Sukumaran, 2015), is an initiative to achieve inclusive growth of society by providing
financing to the deprived segment of the population. One of the critical driving factors of
the economic development of developing countries is an inclusive financial system (Giindiiz
& Ozyildirim, 2020). Undoubtedly, banks are among the most critical actors in the financial
system. In this context, the impact of banks' investments in Fl-enhancing innovations
(primarily digital) on their financial performance is important for developing countries such
as Tirkiye. When the literature on the concept of FI is examined, it is seen that studies with
widespread findings that it reduces income inequality (Brune et al., 2011; Honohan, 2007;
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Kim, 2016) are included. When a more comprehensive review is carried out, that greater
access to finance increases savings (Allen et al., 2016), reduces poverty (Park & Mercado,
2015; Bruhn & Love, 2014; Burgess & Pande, 2005); increases employment (Prasad, 2010);
and finally, it is seen in the findings of the studies in the literature that it encourages the
establishment of new companies (Guiso et al., 2004). Recent research shows that greater
access has both social and economic benefits. While the literature generally provides
evidence of the positive role of FI in promating household welfare and economic growth,
little attention has been devoted to investigating whether such a development goal has
consequences for the soundness of banks. Studies, which can be described as few, implicitly
reveal that FI affects banks' soundness or risk level.

Banks use innovations as influential strategic variables to leave behind all kinds of
competition in financial services. Technology-based products can offer opportunities to have
significant cost advantages, increase profitability and provide lower risks compared to
traditional banking products (Akhisar et al., 2015). This issue allows banks to improve their
financial performance by maintaining their effectiveness in the market (Chauhan et al.,
2022a; Chauhan et al., 2022b; Batiz-Lazo & Woldesenbet, 2006). Turkish banks, which use
innovative products that emerge in parallel with the technological developments in the
world, are also rapidly digitalising (Ulusoy & Demirel, 2022). Considering that digitalisation
increases Fl, its effect on the profitability of deposit banks in Tirkiye is deemed worth
investigating. Therefore, the study examines whether digitalization-based financial inclusion
indicators impact deposit banks' financial performance in Tiirkiye. In the study, the effects
of selected traditional and digital FI indicators in Tiirkiye on the financial performance of
banks between 2010 and 2021 are investigated with the Two-Step System GMM method.
Within the scope of the study, after this section, there is a conceptual framework section
where the concept of FI and its importance are mentioned. Then, a literature review section
includes the findings of national and international studies addressing the effects of digital
and electronic opportunities offered by FI and banks to their customers on their financial
performance. Finally, information and analysis findings regarding the analysis carried out
within the scope of the study are shown. The study was concluded by presenting the
conclusions and recommendations for policymakers and researchers.

2. Conceptual Framework: Financial Inclusion and Digitalization

The term FI is seen to have been first introduced in a report published by the United
Nations in 2005 (Zhu et al., 2016: 181). In the report above, the concept is characterised as
the sustainable delivery of cost-effective financial services to integrate underprivileged
individuals into the formal economy (United Nations). The World Bank, on the other hand,
defines it as “the ability of individuals and businesses to have access to and use convenient
and affordable financial products and services for their payments, savings, and credit needs”
(World Bank).

According to the 2019 Financial Stability Report published by the Central Bank of
the Republic of Tirkiye (CBRT), Fl is elucidated as encompassing individuals or groups
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who, for various reasons, are excluded from the financial system within an economy. The
term “financial exclusion” describes individuals who lack a bank account and, in essence,
do not possess any financial presence or footprint. The widespread use of online banking,
phone banking, and increased and diversified transactions through ATMs pushes individuals
accustomed to handling cash transactions, who do not trust technology, seek wet signatures
after transactions, and prefer face-to-face transactions towards financial exclusion (Bozkurt,
2019). This issue, referred to as financial exclusion, is a pervasive challenge observed in
advanced and emerging economies.

It signifies individuals' inability to access financial products and services tailored to
their needs, such as bank accounts, credit, savings, and insurance (Temizel, 2015). In the
broadest sense, those who do not have another account are considered financially excluded.
The belief that the widespread financial exclusion was one of the triggering factors for the
2008 global financial crisis has pointed to the need for more attention to the FI on a
worldwide scale (Zor & Yilmaz-Kiigiik, 2020: 1781). Due to the recognition of financial
exclusion as a significant obstacle to global development, governments have prioritised
expanding banking services to ensure FI (Demirgiic-Kunt et al., 2015).

The official World Bank website states, “FI is a key facilitator for reducing poverty
and increasing welfare”. Fl is a pivotal cornerstone of the United Nations’ 2030 Sustainable
Development Goals agenda. Additionally, FI helps increase economic growth, fight poverty,
and reduce income disparities between countries (World Bank, 2007). Individuals gain
access to payment instruments, payment of bills and taxes, investment transactions
(securities trading), etc., through accounts opened with banks and intermediary institutions
and internet-based applications. FI encompasses these very opportunities. It strives to
integrate the unbanked! population, those who remain beyond the reach of banking services,
incorporating them into the formal financial system, providing access to a wide range of
services such as savings, loans, payment options, insurance, and retirement plans (Hannig
& Jansen, 2010). Banks are broadening their core economic activities through financial
innovation. This expansion significantly contributes to increasing Fl, serving as a vital driver
of economic growth, particularly in international financial transactions (Olalere et al., 2021).

In recent years, innovations spurred by technological advancements have accelerated
the pace of Fl. According to a World Bank report, innovations such as mobile banking
services have been highly beneficial, especially in countries with low per capita income.
These innovations have rendered financial services more readily available and cost-efficient
for marginalised populations, including low-income individuals, women, and those residing
in rural areas with restricted physical bank branch Access (Demirgiig-Kunt et al., 2015). It
is evident that technological advancements, particularly in information and communication
technology, have substantially influenced the banking sector. Thanks to advancing
technology, numerous banking transactions can now be easily and quickly performed via the
Internet and mobile banking without the need to physically go to bank branches (Yetiz &

L Unbanked refers to those who have absolutely no access to banking services.
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Ergin Unal, 2018). With technology advancing, competition in the banking sector has
become more centred around digitalisation. This shift towards digital competition has
increased the need for banks to enhance their banking services and products tailored to
customer profiles (Ulusoy & Demirel, 2022). Digitalisation, which showcases itself through
various technological innovations, particularly in mobile and internet banking, offers not
only “general” contributions to FI but also “specific” benefits by reducing the average
operational costs and overall physical overheads that banks are exposed to (DeYoung, 2001).

While achieving these goals, digitalisation simultaneously transforms the banking
sector, offering significant contributions to fulfilling the fundamental indicators of FI and
eliminating the barriers (Y1lmaz, 2021). The reduced dependence on physical bank branches
due to digital innovations and new financial technologies encourages banks to adopt
electronic-based services for their growing customer base. The substantial advancements in
accessibility facilitated by digital financial services have led to a remarkable shift. Millions
of previously excluded and economically disadvantaged individuals have transitioned from
cash-based transactions to official financial services (Lauer & Lyman, 2015). The evolution
of cutting-edge financial technology empowers banks to extend their financial services to a
broader clientele at a potentially reduced cost. Banks attach great importance to digitalisation
and FI due to various advantages, including cost reduction, increased efficiency,
profitability, and meeting customer demands and expectations. Furthermore, the factors of
customer loss and declining profitability, alongside the advantages created by what is termed
‘innovative destruction’ in the field of Financial Technology (FinTech), have also increased
banks' interest in FI. In anticipation of reaching billions of previously untapped customers,
banks and non-banking entities have embarked on providing digital financial services to
individuals who have been financially excluded or underserved. They are building on the
strategies employed for many years to improve access channels for their existing customer
base (Lauer & Lyman, 2015).

Fl1 is better achieved through digital technologies (CAFI, 2018). With the addition of
financial institutions from the private sector alongside state-owned institutions in the
banking sector, the increased competitive environment, coupled with developments in
digital technology, has led to significant changes and transformations. To decrease the
percentage of the population lacking access to banking services, banks in developing
countries are progressively integrating digital financial services into their operations to
improve FI (Chinoda & Kapingura, 2023).

The phenomenon referred to as digital Fl is defined “by the excluded and underserved
population as digital access and usage of official financial services” (Lauer & Lyman, 2015).
By harnessing digital technologies, financial products and services become accessible to all
strata of society, thereby amplifying financial FI (PAL, 2020). The primary goal of digital
Fl is to furnish digital financial services with enduring impacts on the financial performance
of banks, especially for the underprivileged, rural, and impoverished segments (Ozili,
2018).0n one side, digital FI seamlessly enables individuals residing in rural and distant
regions to initiate bank account openings and gain online access to financial services. This
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is achieved by amalgamating digital payment technology with the capabilities of mobile
phone technology (Liu et al., 2021). In this context, digital FI plays a crucial role in affording
individuals who have traditionally been excluded from official financial services the chance
to access these services (Izaguirre et al., 2016). Considering the not-so-distant past when
accessing financial services was challenging and expensive, it is clear that access costs to
financial services have substantially diminished in today's fast-expanding and ever-evolving
digital technology landscape. Simultaneously, individual FI has grown, and nations have
witnessed accelerated economic development (Mentes, 2019).

FI can generally be measured by the prevalence of the most basic financial
institutions and service networks. The following variables are commonly used in the
literature for measuring FI (Seven et al., 2020):

Number of ATMs per 100,000 people
Number of bank branches per 100,000 people
Number of POS devices per 100,000 people
Number of deposit accounts per person

Per capita credit amount

Undoubtedly, banking is one of the sectors most affected by the rapidly evolving
digitalisation trend worldwide. With digitalisation, consumer preferences have changed, and
increased competition has led to digitising traditional banking practices and services (Akin,
2020). Consequently, both the customer base and financial inclusiveness of banks have
transformed. Seven et al. (2020), in their study evaluating FI by comparing Tiirkiye and the
world, found that Tiirkiye is better regarding FI than the country average in the same income
group. Table 1 shows the change in the banking sector, which is the provider of FI, between
2017 and 2021, with the influence of digitalisation.

Table: 1

Effects of Digitization on the Banking Sector (2017-2021)
Variables 2017 2018 2019 2020 2021
Number of ATMs 45.970 46.590 46.998 46.886 46.214
Number of Employees 193.504 192.313 188.837 186.612 184.505
Number of POS Devices 2.169.471 2.792.176 2.911.909 3.364.699 4.234.614
Amount of Savings Deposits 548,7 Billion TL 636,5 Billion TL 706 Billion TL 791,3 Billion TL 988 Billion TL
Number of Credit Cards 62.453.610 66.304.603 69.825.826 75.697.214 83.791.396
Number of Debit Cards 112.134.456 120.486.669 133.199.632 144.743.198 150.099.166

Source: The Banks Association of Tiirkiye.

When examining the data in the banking sector, which feels the digitalisation of
finance most profoundly, it is observed that the number of employees is decreasing as
expected, and there is stable and significant growth in the number of bankcards and credit
cards, as if documenting the expansion of the financial base. The decrease in employees and
branches and the increase in ATMs and Internet banking indicate a move toward
disintermediation in the banking and financial sectors. In other words, as Cairncross (2001)
famously put it, we are moving closer to the death of distances (Yilmaz, 2021).

52



Yilmaz, C. & H. Yildirim (2024), “Investigating the Effect of Digitalization in Financial Inclusion
on the Financial Performance of Deposit Banks in Tiirkiye”, Sosyoekonomi, 32(61), 47-69.

3. Literature Review

Due to its relatively recent introduction into the financial literature, empirical
research on FI has been limited. The literature, which initially began with the definition of
FI (Dev, 2006), continued with attempts to measure FI and identify relevant variables. Over
the years, the body of literature has expanded to include research that explores the
relationship between FI and a diverse array of economic, social, demographic, geographic,
technological, and various other factors (Sarigiil, 2020). One of the most crucial steps
towards measuring Fl and establishing a database in this regard was taken by the World
Bank with the creation of the “Global Financial Inclusion Index-Global Findex” database.
In addition, Sarma (2008) developed a “Financial Inclusion Index” based on the lack of an
index for measuring FI until that time, contributing it to the literature. Following the
measurement of this index, countries’ financial inclusiveness began to be measured, and new
research and indices emerged. Looking at the sparse empirical literature available, it’s
evident that studies exploring the impact of banks’ financial innovations on their financial
performance have yet to yield consistent results. A subset of research indicates an adverse
influence of financial innovation on the financial performance of deposit banks, while others
posit that innovations bolster financial performance. Some of the literature asserts that no
significant relationship exists between the two. Below, we provide a selection of studies
investigating the impact of traditional and digital FI on banks' financial performance and
stability. We begin with international studies before delving into those centred on Turkish
banks. Some studies investigating the effects of digitalisation in FI on banks' financial
performance and financial stability are listed below, first on international banks and then on
banks in Tirkiye.

Digital technologies have proven to widen financial service accessibility for people
in rural regions who lack the means to open traditional bank accounts, thereby amplifying
individual FI (Anarfo, 2018). Sassi & Goaied (2013) demonstrated that digital technologies
significantly affect and enhance an individual’s likelihood of participating in financial
markets. Ngwengeh et al. (2021) argued that digital banking services not only enhance FI
but also increase the profit levels of commercial banks. In their research that explored the
link between digital technology and FI within 43 sub-Saharan African nations from 2004 to
2019, Kouladoum et al. (2022) discovered that digital innovations and financial technologies
in the banking sector had favourable and noteworthy impacts on FI. Olalere et al. (2021)
delved deeply into the consequences of financial innovation and competition on the
valuation of firms operating in the banking sectors of Malaysia and Nigeria. Their findings
pointed to a favourable impact of financial innovation, encompassing the introduction of
novel financial instruments, technologies, institutions, and markets, on the firm value of
Malaysian banks during the period spanning from 2009 to 2019. Malhotra and Singh (2010)
observed that innovations exerted the slightest influence on bank performance, while Hassan
etal. (2013) detected a noteworthy contribution of financial innovation to bank performance.
In a research effort focused on assessing the effects of digital payment technologies on the
financial performance of banks in Nigeria. Thankgod et al. (2019) deduced that the quantity
of ATMs does not impact bank profitability, whereas the amount of point of sale (POS)
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devices makes a favourable and substantial contribution to bank profitability. Their
recommendation emphasised that banks adeptly provide POS devices and other digital FI
products and services with effectiveness, efficiency, and affordability for enhanced
profitability.

Ubeda et al. (2023) argued that especially multinational banks are equipped to invest
in technological innovations that enhance FI due to their more significant influence, access,
and freedom to operate than local banks and because they attract more capital and meet more
financing needs (Gopalan & Rajan, 2018). In their research, Akhisar et al. (2015) delved
into the impact of electronic-based banking services on the profitability performance of
banks. They examined data from 2005 to 2013, encompassing electronic banking services
in 23 developed and developing countries. Anticipating that the innovative nature of
electronic banking services would substantially influence bank performance, they employed
dynamic panel data analysis to scrutinise its effects on ROA and ROE. Their findings
revealed a significant correlation between bank profitability and the ratio of the number of
branches to the number of ATMs. Ahamed & Mallick (2019), using data from 2600 banks
across 86 countries from 2004 to 2012, concluded that increased FI positively impacted
overall bank stability. Furthermore, their study indicated that higher degrees of FI were
associated with enhanced risk reduction performance.

Kaya (2022) aimed to unravel the connection between FI and financial performance
within the banking sector. Kaya developed a comprehensive FlI index encompassing various
facets for 85 developing nations from 2005 to 2017 to achieve this. Through static panel data
analysis, the study unearthed compelling evidence that financial performance metrics,
including ROA, ROE, and net profit margin, wielded a favourable influence on FI.
Moreover, dynamic panel data analysis revealed an intriguing insight: the augmentation in
bank profitability emerged as a catalytic force for FI, particularly in developing nations.

In a parallel investigation, Ashiru et al. (2023) delved into the intricacies of the
financial innovation landscape within Nigeria, focusing on the period spanning from 2012
to 2021 and drawing data from 24 deposit banks. Their research explored the interplay
between financial innovation and bank financial performance, as gauged by ROA and ROE.
The analysis of financial innovation within the banking sector involved variables including
mobile and internet banking, as well as the number of POS and ATMs. The outcomes of this
study painted a compelling picture: mobile and internet banking emerged as the paramount
drivers of financial performance, and the utilisation of ATMs, mobile banking, credit and
bank cards, online banking, and agency banking exerted a positive, short-term impact, which
evolved into a substantial and enduring influence on the performance of deposit banks in the
Nigerian landscape.

A study conducted by Shihadeh et al. (2018) sought to determine whether FI
enhanced the performance of banks in Jordan. Their analysis was based on data from 13
commercial banks from 2000 to 2014. Their results indicated a favourable effect of FI on
these banks' gross income and ROA. Ikram & Lohdi (2015) also found a favourable
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association between FI and the financial performance of banks, this time in the context of
Pakistan. Similarly, Oranga & Ondabu (2018) reached a congruent conclusion regarding
banks in Kenya. In their study examining the influence of FI on bank profitability in Sub-
Saharan Africa, Issaka Jajah et al. (2020) found a positive relationship between FI and bank
profitability using data from 1990 to 2017. These results underscore the significance of Fl
as a substantial driver of bank profitability within the sub-Saharan African region. Khatib et
al. (2022) analysed the connection between FI and the performance of banks in Palestine.
They utilised dynamic panel analysis on a dataset of 11 banks over nine years (2012-2020)
with two econometric models representing profitability indicators. The study's findings
indicated that the availability of financial services (such as the number of ATMs and bank
branches), the quality of service delivery, and the range of products offered contributed to
the enhancement of banks' profitability.

Eriilgen et al. (2023) investigated the effects of FI on banks' profitability in the
offshore banking sector. They applied GMM dynamic panel data analysis to the data of 19
banks operating in Northern Cyprus from 2007-2020. The research findings unequivocally
affirm the presence of a significant and favourable relationship between FI and bank
profitability. In a study focusing on the financial stability of banks, Danisman & Tarazi
(2020) delved into the impact of FI on the European banking system. The authors found that
advancements in FI, primarily through increased account ownership and digital payments,
exerted a stabilising influence on the banking sector. They noted that it bolsters the financial
system's stability beyond the recognised advantages that FI offers society. Del Gaudio et al.
(2021) carried out an investigation employing aggregate data from 28 EU member countries,
aiming to evaluate the consequences of technology adoption and diffusion on banking risk
and profitability. Their results demonstrated that banks' utilisation of information and
communication technologies had a favourable impact on their profitability, as measured by
return on assets (ROA), and on their stability, as measured by the Z-Score.

Chinoda & Kapingura (2023) delved into the effects of digital FI on the financial
stability of banks in Sub-Saharan Africa during the timeframe spanning from 2004 to 2020.
Their research unveiled a significant and positive relationship between digital FI and bank
stability, alongside a notable inverse connection with non-performing loans. Le et al. (2019),
using data from 31 Asian countries spanning from 2004 to 2016, concluded that increasing
FI positively affected banks' financial stability. In another study conducted the same year,
Lopez & Winkler (2019) reached similar results using data from 72 countries across various
continents.

The literature’s insights point towards a relationship between substantial investments
in information and communication technologies to enhance FI and elevated productivity
growth, holding in developed economies (Oliner & Sichel, 2000) and emerging markets
(Sassi & Goaied, 2013). In their investigation, Scott et al. (2017) scrutinised the performance
of 29 banks across Europe and the Americas. Their findings revealed that adopting
technologies designed to enhance global interbank communication had a beneficial and
enduring impact on the banking sector. Kiplangat & Tibbs (2018) conducted a study in
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which they identified that financial innovations had a noteworthy influence on the financial
performance of commercial banks in Kenya. Moreover, they concluded that EFT (Electronic
Funds Transfer) and Internet banking did not substantially impact banks' financial
performance. In their study investigating the influence of Internet banking intensity on the
profitability of banks, Ghose & Maji (2022) concluded, based on data from 67 commercial
banks in India spanning from 2011 to 2020, that the volume and value of Internet banking
increased the overall profitability (ROA-ROE) of banks. They interpreted their findings as
indicating that banks should focus on expanding their customer base to enhance profitability.
Similar results were achieved by Hernando & Nieto (2007) in Spain and Dong et al. (2020)
in China. However, in Jordan, Al-Smadi (2011), Mahboub (2018), and Chipeta & Muthinja
(2018) in Kenya, contrasting findings were obtained.

Kagan et al. (2005) discovered that Internet banking applications directly affected
banks’ asset quality, operational profitability, and financial performance. Similarly, studies
by Arnoldi & Claeys (2008), Pigni et al. (2002), and Weigelt & Sarkar (2012) concluded
that digital innovations and Internet banking made a substantial positive contribution to
enhancing competition in the banking sector and improving the performance of banks.
Malhotra & Singh (2006; 2009) in India and Sumra et al. (2011) in Pakistan found that
electronic banking applications lowered banks’ operational expenses and enhanced their
profitability. Despite that, it is also seen that Internet banking does not increase profitability
at the expected level, as customers in developing countries demand traditional branch-based
banking services. Moreover, the lack of electronic banking infrastructure in some developing
countries hinders expected cost efficiency and profitability. Al-Samadi & Al-Wabal (2011)
argued that the prevalence of traditional banking services in Jordan was due to these factors,
while Gutu (2014) in Romania, Alam et al. (2007) in Bangladesh pointed to the high
infrastructure costs as reasons for a negative relationship. In a different study, Beck et al.
(2016) contended that financial innovations adversely affected the banking sector's
performance and risk.

Empirical investigations carried out in diverse nations affirm that the widespread
adoption of electronic banking services has led to an upsurge in Fl, subsequently bolstering
the financial performance of banks. Nonetheless, in less economically developed and
developing countries, where there is a lack of adequate technological infrastructure and a
prevailing preference for in-branch transactions among individuals, contrary findings have
also surfaced. Kahveci & Wolfs (2018) conducted a study to assess the impact of digital
banking service channels on the performance of Turkish deposit banks. Their findings
indicated that banks primarily invested in digital banking services to maintain
competitiveness. Still, these services did not yield any substantial strategic advantage in
terms of financial performance or efficiency, given that the banks were already operating
efficiently. Onay & Ozsoz (2013) contended that adopting Internet banking in Tirkiye,
driven by heightened competition, adversely affected profitability and decreased interest
income. Giindogdu & Taskin (2017) conducted research in Tirkiye to explore the
relationship between Internet banking, telephone banking, credit card usage, and the
profitability of banks, utilising simple regression analysis. Their analysis covered data from
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the period spanning from 2006:1 to 2015:2. Their findings indicated that only credit card
usage had a significant and positive impact on ROA and ROE.

In a general sense, the findings suggest that introducing Internet banking results in
cost reduction, improved operational efficiency, and heightened bank profitability. Erol et
al. (2015), in their study investigating the effect of Internet banking on banks' profitability
in the light of 2006-2012 data in Tiirkiye, concluded that the income obtained from Internet
banking activities positively affects banks' profitability. Sevim & Ozkan (2017) investigated
the effects of e-banking services on the financial performance of Turkish banks from 2011
to 2016. Their research unveiled that factors such as the transaction volume of customers
using cards, the transaction volume of Internet banking, and the number of point-of-sale
(POS) devices had a substantial and positive effect on the financial performance of banks.
Korkmazgoéz & Ege (2020) established that mobile banking applications in Tirkiye
influenced the financial performance of banks between 2011 and 2019. Kevser et al. (2022)
studied Tiirkiye, scrutinising the relationship between FI, bank loans, and economic growth
for 2010-2020. They found a significant and positive association between loans and Fl and
economic growth and FI. Islamoglu & Bayrak (2022) explored the impact of digital banking
services on the financial performance of banks using data from banks registered with the
Turkish Banks Association. Their findings indicated that digital banking services had a
beneficial effect on the financial performance of banks. Both international and national
studies consistently support the idea that the utilisation of the Internet and mobile banking
positively influences banks' profitability.

Due to current competition and developments in the financial system, banks are
researching ways to increase customer accessibility (FI) and profitability to maintain control
over their market shares (Ashiru et al., 2023). Based on the understanding that financial
technologies increase financial innovation, and financial innovations, in turn, increase Fl,
fundamental research questions have emerged: “Do banks' financial performance indicators
improve depending on the level of financial access they provide to their customers?”” and
“Does FI have an impact on banks' financial performance similar to the positive impact of
digitalisation on FI?”. Given the increasing importance of Fl, it is observed that it has
become a concept of recent interest in Tirkiye; similar to the international literature,
academic studies mainly focus on its measurement in index form, and its relationship with
economic growth, and the Fl-profitability relationship has been investigated in a small
number of studies. In this study, it was deemed worth investigating whether digitalization-
focused FI affects the financial performance of banks. In this context, it aims to contribute
to the literature by analysing the data of deposit banks in Tiirkiye between the 2010-2021
periods with the Two-Stage System GMM, considered one of the most up-to-date and valid
dynamic panel data methods.

4. Data & Methodology

Today's banking industry stands out as one of the sectors where digitalisation is
advancing fastest and most comprehensively. While the rapid spread of digitalisation causes
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an increase in the need for digital financial applications, especially Internet banking and
mobile banking, among users, traditional services are gradually losing their attractiveness.
Because most bank customers now want to quickly carry out their transactions online or use
their mobile devices whenever and wherever they want. These transactions through digital
channels can also positively impact banks' profitability. When ATMs first appeared, they
became one of the technological elements that significantly reduced the workload of
branches and were complementary to branches. However, as digital banking services have
become more widespread and diverse in recent years, the role of ATMs in digital banking
may be more traditional or limited compared to other digital channels (internet banking,
mobile banking, etc.). Therefore, it can be said that ATMs' importance in digital banking has
relatively decreased. In addition, new research shows? that ATM energy consumption in
Tirkiye is higher than in a few cities. ATMs also impose different costs on banks. It is also
believed that these costs, including installation, maintenance, repair, etc., could negatively
impact banks' operational costs and profitability. On this basis, the following hypotheses are
tested in this research;

H1: Digitalization in FI positively affects the return on assets of deposit banks.
H2: Digitalization in FI positively affects the return on equity of deposit banks.
H3: Traditional FI negatively affects the return on assets of deposit banks.

H4: Traditional FI negatively affects the return on equity of deposit banks.

To test these hypotheses, the study's dataset consists of annual financial data of
deposit banks operating in Tiirkiye between 2010 and 2021 and selected indicators related
to the Turkish economy. The availability of data for the variables used in the analysis
determined the starting and ending periods of the study. Banks for which data was not
available during the relevant period and banks under the management of the Savings Deposit
Insurance Fund (TMSF) were excluded from the sample. Ultimately, the study dataset
covers 12 years of data for 19 deposit banks, with 228 observations. Explanations regarding
the variables used in the study are provided in Table 2.

2 For details: <https://www.enerjigunlugu.net/atmler-dort-ilden-fazla-elektrik-tuketti-57350h. htm>, 25.05.2023.
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Table: 2
Variables of Study
Codes Variables Calculation Methods Data Sources
. TBB (2010-2021) and Relevant
0,
ROA Return on Assets Net Profit/Average Total Assets (%) Banks” Activity-Audit Reports
. X . TBB (2010-2021) and Relevant
ROE Return on Equity Net Profit/Average Equity (%) Banks® Activity-Audit Reports
The Number of Customers Usin The logarithm is the number of customers registered in the TBB Digital, Internet, and
LNLOGIN Internet Banking (Thousands) 9 system for Internet banking and who have logged in at least Mobile Banking Statistics
9 once. (2010-2021)
The Number of Financial The number of financial transactions, including money transfers, TBB Digital, Internet, and
LNISLEM | Transactions Conducted through payments, credit card transactions, and other financial Mobile Banking Statistics
Internet Banking (Thousands) transactions, conducted using Internet banking services. (2010-2021)
ATM Number of ATMs Number of ATMs per 1000 square kilometres IMF (Financial Access Survey)
. . . TBB (2010-2021) and Relevant
0
SERM Equity Ratio Total Equity/Total Assets (%) Banks" Activity-Audit Reports
. . TBB (2010-2021) and Relevant
LNAK Asset Size The logarithm of total assets Banks’ Activity-Audit Reports
EKB Economic Growth Growth of GDP Per Capita (Annual %) World Bank

Numerous elements hold the potential to affect the profitability of banks. This
research explores how FI, specifically within digitalisation, impacts banks' profitability. The
study hinges on two key dependent variables: ROA and ROE. In dissecting this relationship,
the study considers several crucial independent variables. The study's independent variables
consist of the conventional FI indicator, the number of ATMs, the digital FI indicators, the
number of Internet banking customers and the volume of financial transactions conducted
through Internet banking channels. Control variables such as the equity ratio, asset size, and
economic growth have been incorporated to augment the model's robustness and ensure
consistent results. Furthermore, past period experiences may influence the current
profitability ratios. Hence, the study utilises dynamic panel data analysis methods that allow
the lagged value of the dependent variable to be analysed, with a preference for the Arellano
& Bover (1995) and Blundell & Bond (1998) Two-Step System GMM estimator, which is a
current and robust predictor. In this context, the research models developed are as follows:

)
@

Model 1 investigates the impact of traditional practices and digitalisation in FI on
return on assets, and Model 2 investigates their impact on return on equity. In the models, 8
represents the coefficients of the explanatory variables, «, represents the model constant, Zj
represents the control variables, and u;, represents the error term.

ROAit: (0] + BlROAit—l + BzLNLOGINlt + B3LNISLEMlt+B4ATM1t+ ﬁsZit + Uit
ROEit: e 8)) + BIROEit—l + BzLNLOGINlt + B3LNISLEMlt+B4ATM1t+ ﬁsZit + Uit

5. Empirical Findings

This section of the study contains the analyses that were conducted and the findings
that were obtained. Table 3 presents descriptive statistics for the variables used in the study.
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Table: 3
Descriptive Statistics
Variables Mean Standard Error Minimum Maximum. Number of Observations
ROA 1,316711 1.466288 -12 8 228
ROE 10,2961 14.45675 -168 339 228
LNLOGIN 10,67452 .5262551 9,754001 11,3722 228
LNISLEM 11,69457 0.1904315 11,23851 11,91174 228
ATM 58,5319 10.72653 35,9251 68,8954 228
SERM 12,10219 3.826668 2,9 39,7 228
LNAK 10,67145 1.868999 6,79794 14,13104 228
EKB 4,577442 3.265331 -0,0281234 10,51288 228

When examining the data in Table 3, it can be observed that the average return on
assets in the relevant period is 1.31%, while the return on equity is 10.2%. The variable with
the highest standard error is the return on equity. The average number of ATMs per 1000
square kilometres is 58.5, and the equity ratio is 12.1%. Among the variables, equity
profitability has the highest standard deviation and the broadest range between minimum
and maximum values. The findings obtained through the analysis conducted using the Two-
Step System GMM estimator within the scope of the study are presented in Table 4 and
Table 5.

Table: 4
Analysis Findings for the Model 1
Dependent: ROA Model 1.1 Model 1.2 Model 1.3 Model 1.4
Coefficient .5118417 .2344641 .2607402 3367921
ROA(T-1) Std. Error .1352737 .140537 .0983222 .0988514
Prob. 0.000™ 0.095" 0.008™ 0.001™
Coefficient 1.925905 2.753742 2.777083 2.198731
LNLOGIN Std. Error .5130077 .7385029 .7798999 .6963556
Prob. 0.000™ 0.000"" 0.000™ 0.002""
Coefficient 1.704282 1.872185 2.538622 2426718
LNISLEM Std. Error .8136284 .8093603 .9993176 1.171733
Prob. 0.036™ 0.021™ 0.011™ 0.038™
Coefficient -.1181657 -.1550864 -.1738702 -.1319836
ATM Std. Error .0361708 .0471975 .0532844 .0497962
Prob. 0.001™ 0.001™ 0.001™ 0.008™"
Coefficient .2077327 .2866787 .3043674
SERM Std. Error .0324273 0490969 .0707815
Prob. 0.000™" 0.000™" 0.000™"
Coefficient .3459568 .3310367
LNAK Std. Error .1043196 .1358974
Prob. 0.001™" 0.015™
Coefficient .0490609
EKB Std. Error .018754
Prob. 0.009™
Wald chi2(4) 572.55 374.98 1275.34 1195.12
Prob. 0.000 0.000 0.000 0.000
D.Hansen T. 0.589 0.638 0.779 0.754
AR(2) 0.637 0.282 0.203 0.252
Number of Ins. Variables 11 8 9 10
Number of Observations 209 209 209 209

Notes: ***, ** and * denotes significance at the 1%, %5 and %10 levels, respectively.

According to the results of the Wald, AR(2), and Hansen tests for Model 1, as
presented in Table 4, the research models are statistically significant. The explanatory
variables have sufficient explanatory power for the dependent variable, and there are no
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issues of endogeneity and second-order serial autocorrelation. Therefore, based on the
diagnostic test results, the estimates are consistent.

Table: 5
Analysis Findings for the Model 2
Dependent: ROE Model 2.1 Model 2.2 Model 2.3 Model 2.4
Coefficient .3656065 .32227 .3272597 .3298536
ROE(T-1) Std. Error .0288302 .0352541 .0414069 .0437194
Prob. 0.000™" 0.000™ 0.0007 0.000™
Coefficient 16.7885 24.7567 23.3064 15.20417
LNLOGIN Std. Error 5.731087 12.08353 9.460345 4.335834
Prob. 0.003™ 0.040™ 0.014™ 0.000™
Coefficient 15.05954 24.3184 27.92235 22.81145
LNISLEM Std. Error 7.715671 11.08096 10.62136 7.028794
Prob. 0.051" 0.028™ 0.009™" 0.001™"
Coefficient -1.01658 -1.458525 -1.529276 -.9991073
ATM Std. Error 4050337 7461897 .6423529 .2882996
Prob. 0.012™ 0.051" 0.017" 0.001™
Coefficient .9824915 1.639359 1.646832
SERM Std. Error .3905733 .5485052 .744919
Prob. 0.012™ 0.003™" 0.027™
Coefficient 3.053941 2.613003
LNAK Std. Error 1.242523 19136998
Prob. 0.014™ 0.004™
Coefficient .4456292
EKB Std. Error .1847218
Prob. 0.016™
Wald chi2(4) 1523.89 502.74 513.90 1023.04
Prob. 0.000 0.000 0.000 0.000
D.Hansen T. 0.689 0.299 0.293 0.571
AR(2) 0.282 0.192 0.160 0.224
Number of Ins. Variables 13 16 17 18
Number of Observations 209 209 209 209

Notes: ***, ** and * denotes significance at the 1%, %5 and %10 levels, respectively.

As seen in Table 5, all diagnostic test findings required for GMM are appropriate in
this model. Additionally, as seen in Table 4 and Table 5, there are four different model
versions for each primary model to test the stability and consistency of the findings. When
the tables are examined, the direction of the effect of the independent variables on the
dependent variable has not changed; the findings are consistent and persistent.

Based on the results derived from the analysis, the lagged value of ROA has a
statistically significant positive effect at the 1% significance level on current period ROA,
and the lagged value of ROE has a statistically significant positive impact at the 1%
significance level on current period ROE. The number of customers logged in at least once
has a statistically significant positive effect on ROE and ROA at the 1% significance level.
Financial transactions conducted through Internet banking have a statistically significant
positive impact at the 5% significance level on ROA and the 1% significance level on ROE.
The number of ATMs per 1000 square Kilometres has a statistically significant negative
effect on ROA at the 1% significance level. On the other hand, regarding control variables,
it has been determined that firm size, equity ratio, and economic growth have a statistically
significant and positive impact on profitability.
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When the analysis findings in Table 4 and Table 5 are examined together, the number
of ATMs negatively affects profitability in terms of both ROA and ROE, while the number
of financial transactions made through Internet banking and the number of Internet banking
customers has a positive effect on profitability. Therefore, all of the research hypotheses
were accepted.

The conclusion that the number of Internet banking customers and financial
transactions made through Internet banking has a statistically significant and positive effect
on the profitability of assets and return on equity is supported by studies (e.g., Thankgod et
al., 2019 and Ashiru et al., 2023 in Nigeria; Shihadeh et al., 2018 in Jordan; Eriilgen et al.,
2023 in TRNC; Del Gaudio et al., 2021 in EU countries; Kiplangat & Tibbs, 2022 in Kenya;
Ghose & Maji, 2022 in India; Erol et al., 2015 and Ulusoy & Demirel, 2022 in Tiirkiye) are
similar. The result that the number of ATMs has a statistically significant and negative effect
on profitability is compatible with the studies of Giordani and Floros (2015), who concluded
that the number of ATMs has a negative impact on banks' profitability in Greece.

6. Conclusion and Recommendations

There are many studies in the finance literature on the factors affecting banks'
profitability. Among these studies, those focusing on digital technologies show that adopting
online banking technologies is an important strategic choice for banks' competitive position.
Because a broader range of online banking services plays a vital role in influencing a bank's
financial performance by providing more profits than those with limited income (Kahveci
& Wolfs, 2018), based on this, this study Since the Turkish banking sector has been offering
Internet banking for more than 20 years, it was thought that it would be a good sample for
the research and the question, "Do the innovative and technological products and services in
the banking sector that increase FI positively affect the profitability of banks?" The answer
to the fundamental question has been sought.

According to the findings of the analyses carried out within the scope of the research
to find an answer to this question, the number of Internet banking customers representing
digitalisation in FI and the number of financial transactions made through Internet banking
has a statistically significant and positive effect on both the return on assets and return on
equity of banks. Banks gain new customers through Internet banking. They offer their
customers various financial services (money transfer, payments, investment transactions,
etc.) by incurring less operational costs than branches and earning income from these
services. Therefore, the positive effect of Internet banking on bank profitability can be
explained by these issues. However, according to the analysis, the number of ATMs
considered a traditional FI indicator, has a statistically significant and negative effect on
bank profitability. As mentioned, ATMs are considered one of the first reflections of
digitalisation in the banking sector. However, the rapid advancement of technology,
differentiation of customer expectations and the fact that the services offered through ATMs
are more limited compared to channels such as Internet banking and mobile banking have
caused a decrease in the importance given to ATMs over time. In addition, ATMs need
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installation, maintenance, energy, etc. Cost factors may have a reducing effect on banks'
profitability. Therefore, these issues can be considered as issues that explain the negative
impact of the number of ATMs on bank profitability.

When the findings are evaluated together, while investments in Internet banking
return more profitability to banks, the return of ATM investments to the bank is negative.
Based on this, it is recommended that banks in the sector increase digitalisation in FI to
increase their profitability and demonstrate better financial performance. This study covers
2010-2021 and focuses on Internet banking, digital FI, and the number of traditional FI
ATMs. These issues and the fact that only data belonging to Turkish deposit banks are
analysed can be stated as the study's limitations. Based on this, future studies can investigate
FI's reflections on banks' financial performance by including current data and traditional and
digital financial indicators.
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Bu calismada Thirlwall yasasinin teorik arka planinin katkisiyla gelismekte olan tilkelerde
economik kalkinma i¢in hangi alternatiflere yonelmenin miimkiin olacag: tartigilacaktir. Gelismekte
olan iilkelerin dis ticaret alanindaki kisitliliklari ortaya koyulduktan sonra Tiirkiye’nin ge¢mis bilyiime
performansi, Thirlwall Yasasi’nda ortaya konan biiyiime denklemlerinin 6demeler dengesi verileri
kullanilarak elde edilen sonuglariyla karsilastirilacaktir. Thirlwall modelindeki biiyiime tahmininin
Tiirkiye’nin gergeklesen bilylime oranlarina ¢ok yakin sonug vermesi, mevcut durumun degistirilmesi
icin Post-Keynesyen yaklasimlarin dikkate alinmaya deger olduklarini gostermektedir. Gelismekte
olan iilkeler i¢in kusursuz bi¢cimde her seyi tersine ¢evirebilecek ¢ikis yolu sunmak uzak bir hedef olsa

da calismanmn sonunda gidisati degistirebilecek bir diisinme bicimine kapi aralanabilecegi
umulmaktadir.
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1. Introduction

Defining a country as undeveloped, underdeveloped, emerging, developing, rising,
low-income, periphery, colonial or semi-colonial undoubtedly includes some differences in
approach. However, in the end, all of these definitions bring with them the acceptance that
those countries are not decision-makers in the functioning of the global economy. According
to this understanding, the aforementioned disadvantaged countries are responsible for
complying with the process determined by those who possess the power to steer global
capital accumulation and strive to emulate them. Throughout the study, the term developing
country will be used in a way to remind the primary motivations of these countries that they
are constantly trying to get out of their current situation. Therefore, the reason for this
preference is not to refer to the bad luck of the countries or to have a distraction as the
developed ones use it.

The World Bank classifies the level of development according to per capita income.
This classification is not concerned with distribution, and it puts very small island states and
countries producing millions of labourers in the same category. On the other hand,
mainstream approaches that try to determine the difference between countries based on the
distinction between skilled and unskilled labour or whether they can produce technology
have also been popularly used. However, in these approaches, the parameters in the
production process were taken as data. The distribution problems were pushed to a secondary
position based on complex mathematical analyses (Yeldan, 2009: 9). countries' propensity
to eagerly embrace any proposal that promises to elevate their ranking stems from the lack
of robust alternatives to counteract this approach.

When we read the history of humanity through economics, we can create a narrative
of two main parts. The first will be shaped by the struggle to seize power that takes place
‘above', while the other will be shaped by the struggle to go up, which takes place 'below'.
The actors of the first part will be explained through developed countries, and the second
will be presented over developing countries. For this second struggle to be excluded from
the first, the gains of that struggle must be satisfactory. For this reason, the honour of
participating in the first struggle, which is determined as the 'final goal' for the societies in
the second struggle, is of great importance for the continuity of the system. Therefore, if the
'successful examples' that have achieved the goal do not threaten the system, they will be
offered to the societies in the second struggle as the 'ideal’ form of development.

It is seen that Hume's promise of centuries ago that developed countries could not
continue to benefit from the advantages on their own, therefore, that the development
process of developing countries was a necessity, is in vain (Selik, 1988: 146). Today,
economic development has been made 'rationalised' not by itself in such a fatalistic way but
with the promise of being like successful examples if one tries. Examples of successful
development are mostly given among Southeast Asian countries, but these success stories
are not always conveyed in all their aspects. For example, Japan, which is shown as a
successful example with its import substitution, has never been in the developing countries
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because it has gone through a strong feudal phase. The fact that its industrialisation took
place in the crisis period between the two wars underlines the necessity of ‘special historical
conditions’ for development (Bagkaya, 2000: 109). Contrary to the ‘imitation' model, which
states that the formula for development goes through the path travelled by developed
countries, the context has completely changed, especially after the Bretton Woods system.
It should no longer be expected that Britain's freedom in the 19th century or Japan's
authoritarian state understanding at the beginning of the 20" century will be a guide for a
developing country (Braudel, 2017: 469). Thus, the solution for economic development must
be sought beyond established paradigms of both historical and contemporary contexts.
Consequently, particularly for developing countries, considering heterodox perspectives
becomes imperative over mainstream viewpoints.

This study will examine some of the ‘preferences’ imposed by those at the top in
countries that want to ‘level up' in a world shaped by mainstream understanding, along with
the difficulties and dilemmas they bring. The following section aims to understand the
Thirlwall Law and make some inferences from this law to respond with a Post Keynesian
approach to the search for alternative policies that could get developing countries out of the
vicious circle. Subsequently, the significance of the law will be tested through an empirical
study using macroeconomic data from Tiirkiye as a developing country. The final section
will outline a general framework concerning the current situation and policy
recommendations for developing countries, primarily focusing on Tiirkiye.

2. Developing Countries’ Deadlock

Many targets are presented to developing countries through international trade,
claiming that it will contribute to the development efforts in the dual world system, the main
distinction we have outlined above. One of them is the necessity of increasing the terms of
trade. The term trade, which can be defined as the ratio of the price of export goods to the
cost of imported goods, is calculated for an economy by dividing the export price index by
the import price index (Salvatore, 2013: 94). This calculation is also called the net exchange
rate of trade.

The terms of trade have been a functional analysis tool, as highlighted in studies
dealing with international trade since the classics. Based on Mill's concept of mutual
demand, Marshall tried to measure whether countries gain from foreign trade through terms
of trade, which has come to the present day by including mutual supply. While the terms of
trade calculated as an index value above 100 are considered positive, a deterioration in
foreign trade below this value is attributed. For this reason, it is recommended that the terms
of trade index above 100 for developing countries, like all countries, be kept, with the
thought that it will contribute to their growth.

The terms of trade, which are seen as an important indicator of the structural changes
in the economy, growth, welfare increase, and the benefit from trade, have been discussed
in different dimensions due to the development efforts of the developing countries and the
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search for solutions to the permanent external deficit problems. In the international trade
literature, there are two basic approaches that the terms of trade will change in favour and
against the developing countries in the long run. In the mainstream theories advocating free
trade, it is argued that the terms of trade will change in favour of developing countries, as
the price index of raw materials and agricultural products associated with developed
countries will remain higher than those related to industrial goods due to productivity
differences in mutual trade. In other words, it is thought that developing countries can
develop through free trade in terms of trade. However, the views developed on the fact that
this did not happen as assumed and best known with the Singer-Prebisch thesis argued that
the terms of trade would develop to the detriment of developing countries and maintain
underdevelopment in the absence of intervention. These views highlighted the need for raw
materials that could affect demand owing to the lack of a sharp distinction in tradable goods,
technology, and historical advantages in producing industrial and agricultural products
(Chacholiades, 1990: 133-135). The monopolistic powers in the developed also play a
significant role in terms of trade against the developing countries. Thanks to these forces,
the prices of capital goods have been prevented from falling due to technical progress. While
the prices of export goods have decreased in developing countries, income has increased in
developing countries (Kazgan, 2000: 276). While the industrialisation effort of the
developing countries does not allow the demand for capital goods that they cannot produce
or the production of which is limited, it would not be right to expect the ratios defined over
the trade of different goods arising from factor endowment to develop in favour.

Since the terms of trade are a measurement independent of the trade volume, it is
impossible to be explanatory on its own. The gross value of foreign trade, calculated with
the unit indices obtained over the export-import amounts of the tradable goods, has been
developed to reduce this weakness. However, this ratio, which can be meaningful when all
imports are covered by export revenue, is not widely accepted as a relevant criterion.
Because the only income that will increase imports does not originate from exports, it can
also be obtained through capital inflows (Hepaktan & Karakayali, 2009: 187). Again, the
ratio of exports to imports, used to explain foreign trade and calculated with total trade
figures without including prices, has the same handicaps as the abovementioned indices.

In fact, with the disappearance of the gold standard and the introduction of flexible
exchange rates around the world, the primary determinant of the terms of trade has been the
value of the countries' currencies. Because when capital flows are not taken into account,
although it is possible to create a positive change in terms of trade by increasing export
performance, the long-term balance is related to the value of the real exchange rate
(Caldentey & Moreno-Brid, 2021: 464). This leads us to the pointlessness of targeting the
terms of trade as an index that needs to be improved even though it is data worth watching,
at least in terms of developing countries. Therefore, examining another target set before the
developing countries, the policy of protecting exchange rates is necessary. However, the fact
that the opposite is suggested by institutions such as the IMF, which monitors the continuity
of the system, to the developing countries, which often have difficulty paying, also nullifies
this goal. In other words, it will suffice to say that keeping the national currency strong
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cannot be a realistic goal, given the ongoing outsourcing needs of developing countries.
Targeting current account balance, another constraint in front of developing countries makes
it very difficult to control exchange rates.

The balance of payments table, in which the current balance is monitored, is a flow
variable indicator. In other words, it shows the transactions in the country's accounts in a
certain period. If a country does not have sufficient resources for the goods and services it
imports, the private or public sector will have to borrow from the outside world. These debts
are included in the financial account in the balance of payments regardless of maturity.
However, the composition of the debt is extremely important in terms of the mobility of
countries. The table in which the accumulation of these liabilities over time is shown as stock
is called the international investment position. The difference in the debt stock in this table
between the two periods should correspond to the flow values of the payments table.
However, since the transactions realised during the period are included in the exchange rate
calculation at the end, there are differences between the two values (Somel, 2014: 201-202).
Considering that the debt obligation in developing countries is in foreign currency, the
international investment position, which shows the debts to be paid in the future at their
current level, separated by sectors, instruments, and maturity, is the central place to look.

Another restrictive feature of the global economic system, especially for developing
countries, is the imposition of free trade regardless of conditions. The role of free trade,
advocated mainly because it eliminates the difficulties arising from the narrowness of the
domestic market in the formation and maintenance of development differences between
countries, has been discussed throughout history. In his speech to the Brussels Demaocratic
Union in 1848, Marx decided that would be valid for the next 175 years by clearly describing
the destructive effects of unrestricted competition within the country that would emerge on
the world market on a larger scale: If free traders cannot understand how one country gets
more prosperous at the expense of the other, then it is no wonder that the same gentlemen
will not be willing to realise that one of the two classes in a country gets more prosperous at
the expense of the other (Dowd, 2020: 237).

Regarding the liberalisation of foreign trade only as the expansion of the sphere of
influence of capitalism, Marx also revealed the dialectical relationship with protectionism.
Just as the demands for free trade gain meaning under protectionist policies, protectionism
becomes meaningful for emerging national states to the extent that free trade deepens the
process of capital centralisation and concentration. Although the international division of
labour cannot be controlled by a plan like the division of labour that emerged in the country,
it has always been formed under the dictates of the most advanced and powerful countries
of the age, subject to their accumulation needs. Therefore, it should not be thought that the
specialisation structures of the countries are based on market forces and the natural
tendencies of the countries, free from interventions (Satligan, 2014: 106-107).

In the past, while the structure based on Portugal’s not producing anything other than
agricultural products and England's free trade by producing all industrial products
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contributed to the maintenance of the differences between countries, most of today's
developed countries realised their industrialisation moves with the protectionist policies they
implemented in the same period (Dowd, 2020: 54-56). After the USA successfully applied
these policies and sustainably took global leadership, free trade became the central policy
supported worldwide. Historical data show that growth and trade are interconnected, not a
one-way relationship. The meaningful question of trade policy is not whether to trade but
the planning of strategic response and the choice of sectors that will ‘win' in growth and
technical change. This policy, which international organisations impose in addition to the
theory, prevents developing countries from having their fields in foreign trade (Yeldan,
2009: 61-63).

Free trade, which suffered significant damage at the beginning of the 20" century,
was tried to be re-established through the institutions created after World War 1. However,
in the same period, the understanding of ‘intervention in the market mechanism’, which
includes intense public interaction and economic planning, was deemed appropriate for the
development of capitalism in developing countries and the sake of ‘development’ on the
condition that it will not touch other institutions of capitalism (Kazgan, 2000:263). With the
disappearance of the Bretton Woods System, the free trade fetish' became more fanatical,
this time with export-oriented growth strategies. The tools used by this mainstream policy,
with the primary goal of integrating developing countries into the global economy, have
been deregulation in the labour market that has redistributed the income distribution in
favour of capital. In this way, it has been argued that profits from export-oriented labour-
intensive sectors in developing countries will encourage growth. These practices have been
the 'recipe of salvation' for every country in the capitalist camp, with the 'recommendations'
of the IMF and the World Bank (Onaran & Stockhammer, 2005: 66).

Despite the positive opinions that foreign investments will increase and it will be
possible to reach a strong balance of payments, due to factors contributing to development,
such as export-oriented growth strategy, increase in resource use, technology transfer,
increase in employment and increase in productivity, export-oriented growth strategy also
has adverse effects for developing countries. While this strategy opens countries to the world
market and gives them the advantage of creating effective demand, it causes them to become
more sensitive to global economic slowdowns (Tang et al., 2015: 229). As a result of
countries becoming dependent on foreign demand, countries that cannot create domestic
demand experience great difficulties during contraction periods such as the financial crisis
in 2008 or the pandemic in 2020.

According to Keynes, engaging in price competition to pursue an export-led growth
strategy, as prescribed for developing countries, will create disadvantages in global
employment as much as the advantages it brings to the respective country. However, even
years later, the harm inflicted upon the world economy by examples of success with this
policy is frequently disregarded. Indeed, the perspective of comparative advantages and
unrestricted trade can only be valid when employment policies are implemented across all
countries to secure domestic demand (Davidson, 2001: 9-11). The export-based growth
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strategy is accepted because it has left 'successful stories' behind. However, it should not be
thought that embracing the same policies will produce the same results as in East Asian
countries with the first mover' advantage. Because historical opportunities can occur only
once with conditions specific to that period and do not always repeat (Song, 2012: 36). The
views that put forward the growth engine as the increase in exports in the 'successful'
examples that serve as 'carrots' for the developing countries advocate openness to the
outside. If we leave oil-rich countries aside, an increase in imports is inevitable for the supply
of raw materials, enabling the industrialisation and production required to develop exports.

There are many studies stating that there is a positive relationship between openness
and growth. However, the openness index used in most of them is far from being
explanatory. This value, found by dividing a country's total exports and imports by its
national income, only shows the size of the foreign trade volume. Moreover, it offers this
without even making the import-export distinction. In this state, repetitive studies that will
miss all the chronic problems of the developing countries' balance of payments continue to
be produced. These data, which show the country's commercial relations with the outside
world, must be included in academic studies, but the index to be used must be revised
according to the scope of the study.

Studies that examine the relationship between growth and trade through openness,
many of which are based on dubious and arbitrary data and cannot pass statistical
significance tests, are far from giving satisfactory answers to the questions as follows: Does
trade cause rapid growth or, on the contrary, does their trade expand because fast-growing
countries tend to have a vibrant economic activity? The parallelism of the increase in exports
and imports of growing economies is noticed, but this causality has not been revealed
(YYeldan, 2009: 60-61).

Today, with the freedom in capital movements and the power gained by transnational
companies, openness has ceased to be a descriptive statistic. Because it is not possible
otherwise. The important thing is how it is opened to the outside and how it will be measured.
Developing policies based only on the economic size of imports and exports will be
insufficient. Proposing free trade without revealing the origin of the difference between the
parties to foreign trade and the consequences of this difference eliminates the possibility of
removing the deficiency.

In the Golden Age of Capitalism, developing countries were advised by the
developed countries to specialise in agricultural products and raw material production in line
with the theory of comparative advantage, directing their exports accordingly. In recent
periods, this trend has persisted with recommendations for the export of assembly industries,
tourism, and basic services. While such specialisation may stimulate economies in the short
term, in the long run, it limits development due to both the limitations of nature and the
increasing capital and technology dependency of developing countries.
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Characterised as dependency theory, this viewpoint asserts that the perpetuation of
the division of labour since the 19" century, which kept agricultural product prices low while
elevating those of industrial goods, alongside the advocacy for free trade policies, has
widened the distance between the two groups of countries. For instance, in the 1960s,
Prebisch contended that this chain would break into substitution-based independent
capitalist industrialisation. Scholars such as Poulantzas and Vergapoulos similarly argued
within the articulation theory framework that the obstacle to developing countries resides
within the entrenched system. Theorists like Frank and Wallerstein stated that this system,
dating back to the 15" century, has enforced this role on developing countries, making them
an integral part of the system, and transitioning to another role within the existing structure
is not feasible (Kéymen, 2007: 202-204).

According to A.G. Frank (cited in Ersoy, 1991: 26), one of the representatives of the
Dependency School, capitalist development has now lost its progressive characteristics. On
the contrary, this mode of development generates, perpetuates and reproduces
underdevelopment in developing countries. In other words, the development problem in
these countries is the product of an exploitative relationship that can be termed as
dependency between satellite countries and metropolitan countries. Therefore, the
development of developing countries can only occur during periods when they reduce their
relations with developed countries.

According to Wallerstein's World Systems Theory (1982: 93-98), being part of the
periphery does not imply exclusion from the system. On the contrary, both the periphery and
the core are interdependent structures that cannot sustain themselves without each other. For
a region to participate in the system as part of the periphery, it must integrate its labour
processes into the division of labour of that system along with all production processes and
remove all barriers to labour exploitation. The unequal exchange in foreign trade strengthens
the centre-periphery relationship by distributing the surplus in favour of the centre and
against the periphery. Consequently, most surplus value extracted from peripheral countries
flows back to the core.

Emmanuel, who famously asserted, "Wealth begets wealth... Poverty begets
poverty," rejects all development policy proposals advocating for industrialisation within a
framework of outward-oriented strategy by diversifying exports for developing countries.
According to him, the only way out for developing countries lies in a comprehensive internal
industrialisation policy encompassing a consistent autarky policy. This is because
perpetuating 'unequal exchange' based solely on wage differentials is impossible. Based on
trade data, Amin has similarly noted that the products exported by developing countries are
predominantly non-specific raw materials, most of which are produced in developed and
developing countries. He argues that the source of unequal exchange is wage differentials
between countries, which exceed productivity. As long as trade continues with developed
countries, this disparity will persist and widen (Satligan, 2014: 162-176).
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3. Thirlwall’s Law

It would not be wrong to say that every developed or developing country aims to
contribute to its economic growth with the benefit it tries to obtain from foreign trade. As
discussed in the study, many heterodox trade theories that belong to the mainstream have
highlighted the 'supply-side' factors that create the difference between countries. One reason
for this is that in the old and new growth theories, savings accumulation, knowledge and
innovation are included independently of demand. However, demand has an independent
role in investments and, therefore, on investments. It seems that this principle of Keynesian
economics is forgotten (Stockhammer, 1999: 3). At this point, Post-Keynesian (PK)
Economics, which has two different ‘demand-oriented' growth approaches put forward by
Kaldor and A.P. Thirlwall, comes to the fore (Blecker, 2009: 1).

Fine and Dimakou (2016: 120-123) claim that the followers of Keynes are anti-
Keynesian, even pre-Keynes, unlike others; beyond being 'post-Keynesians' or supporters of
Keynes and they support this idea with the following five items:

e PK economics comprehends the economy based on systemic structures. The most
obvious structure is between capital and labour as a class, which is especially
important in distribution relations.

e Monopolistic structures have a relative weight in the economy, and the global
economy can be studied by PKs in structural terms. Countries are divided into
developed and developing countries according to their different characteristics in
production and import-export. Even if they are against the developing countries
and the general global demand level, they are advantageous by these structures.
Therefore, with the declining terms of trade in developing countries, more
emphasis should be placed on the dependence on developed countries for
manufacturing and consumption imports, highlighting the loan debts taken to
finance them.

e PK economics is theoretically unique, emphasising how it is built with
monopolised structures and processes and its distributional effects rather than on
effective demand. Since the money supply is considered endogenous, which will
enable the amount of supply sufficient to meet the effective demand level, PK
economics tends to maintain the bilateral relationship between the real and
monetary economy in a way that is completely separated from the mainstream.

e PK theory has been severely inductive in its methodology rather than following a
deductive method. Therefore, as a reflection of monopolistic structures in
developing countries, in addition to cost-based mark-up pricing, the decrease in
terms of trade, which is closely related to the financial system, can be included in
the analysis. Using induction for PK economics is pragmatic and provides a break
from the repetitively reproduced mainstream. In addition, expectations in PK
theory are not based on a rational or adaptive prediction but on radical
uncertainties.
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o Perhaps most importantly, the PKs hold a strong ‘anti-capitalist' position in a broad
perspective, from proposing major reforms to the existing system with opposition
to neoliberalism to demanding a reformist form of socialism. Accordingly, PKs
must regulate the financial system to increase the real wage and support the
increase in aggregate demand.

This part of the study will examine the balance-of-payments-constrained growth
(BPCG) Model, known as Thirlwall's Law, a demand-side growth model. It will discuss
whether this model can create a PK alternative to the developing countries' dilemma.

3.1. Formulation of the Law and Theoretical Discussions

In the neoclassical approach, the differences in the growth rates of the countries are
due to the dissimilarity in the supply and productivity of the factors. However, this view,
supported by many models, does not include the reason for this dissimilarity. In the
Keynesian approach, the demand constraint that governs supply is considered, and in an
open economy, the dominant constraint is on the balance of payments. Before a country's
production level reaches its short-term growth capacity, if there is an increase in domestic
demand and pressure on the balance of payments due to increased imports, demand should
be reduced. Nevertheless, since the inability to use this capacity will result in decreased
investments, slow technological development and a preference for imported goods, the
deterioration in the balance of payments will worsen and start a vicious circle. Foreign
demand for goods produced in the country has the potential to increase growth by solving
the balance of payments problem before it starts. The growth gap between countries with
similar export growth stems from this foreign demand. For this reason, the main factors
determining the growth rate differences between countries are the income elasticity of export
and import demands (Thirlwall, 1979: 45-46).

Thirlwall (1979: 47-48), in his model called BPCG, shows the balance in the balance
of payments as follows, where X represents the amount of exports, M is the amount of
imports, Pq is the price of exports in home currency, Ps is the price of imports in foreign
currency, E is the exchange rate and t the time:

PatXt = Pt Mt Et (1)

This equation will take the form of the following equation in terms of growth values
in an economy where the export and import growth rates are equal:

Pdt + Xt = pre+ Mt + €t 2)

The following equations (3) and (5) can be written for the import and export functions
in standard (Keynesian) demand theory and equations (4) and (6) for their growth forms. In
these equations:

Y is the price elasticity of demand for imports (¥<0),
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@ is the cross elasticity of demand for import (©>0),
n is the income elasticity of demand for import (7>0),
Y is the domestic income,

n is the price elasticity of demand for exports (1<0),
3 is the cross elasticity of demand for exports (6>0),

¢ is the income elasticity of demand for exports (>0),

Z is the level of world income.

M = (PHE:) YPad Y (3)
me = P(pt) + P(er) + D(pat) + n(yr) 4
Xi= (%) Puszic ®)
xt= n(par) - M(e) + 3(Pr) + &(z) (6)

When we write and solve equations (4) and (6) in their places in equation (2), the
following equation can be reached:

yi= Py (1+1-®)- p (1-5+F)- &, (14 +P)+ £(z,)
=
T

U]

When we consider the signs of the elasticity coefficients, the first term in the
numerator of the above equation tells us that domestic inflation will affect the balance of
payments constrained growth negatively, and the second term tells us that foreign inflation
will affect growth positively. The third term states that devaluation will contribute to
economic growth, supporting the Marshall-Lerner condition. While the last term in the
numerator indicates that the increase in income in the foreign world will increase domestic
growth, it is understood that the growth rate will decrease as the income elasticity of demand
for imported goods in the denominator increases. Due to the difficulty of accessing the price
elasticity data of all countries, the model will reach the form in equation (8) under the
assumption that the cross elasticity of imported and exported goods is equal to the price
elasticity of the country (¥ = ® and n = 6). Finally, with the assumption (p - p;, - €, = 0) that
the real terms of foreign trade will not change in the long run, it will be possible to express
the BPCG as it is in equation (9) (Thirlwall, 1979: 49-50).

_ () (g~ py, - €0 + &) 8)

YBt n

ype= =2 ©)

n

Expressed in extremely simple equations, BPCG claims to explain complex
economic relations very simply. According to the model, Thirlwall's Law states that the
current account balance of a country is preserved under the assumption that it is. The real
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terms of trade do not change; the growth rate (yg:) under the balance of payments constraint
will equal the ratio of the income elasticity of the growth rate in exports and the demand for
imported goods. Accordingly, policies that will increase the export growth rate or decrease
the income elasticity of imported goods are needed (Tekgiil & Cin, 2013: 335). The model
attaches great importance to export performance, as the position of the balance of payments
is the main determinant of a country's economic growth. Since the foreign exchange that will
meet the import demand, which will increase as a result of growth, is provided with export
income, the situation of exports will put a direct limit on the import demand (Hussain, 1999:
104). BPCG also allows important inferences to be made about the real-world functioning
of economies, such as demand constraints can be used before supply constraints, income
effects outweigh substitution effects, and the growth rate can be changed over income
elasticity of import-exports with structural change (Caldentey & Moreno-Brid, 2019: 464).

If Thirlwall's model is evaluated over developing countries, it is seen that the gap
with developed countries will widen if development is left to market forces. This is because
while the income elasticity of goods that developing countries have historically been
exporters is low, the income elasticity of the imported goods is high. This shows that
developing countries can achieve economic growth with a lower percentage than the world
average under the balance of payments constraint. In addition, since the rapid population
growth in developing countries will decrease per capita income, poverty will deepen in these
countries (Akalin-Ozkan, 2002: 205). Moreover, considering the Singer-Prebisch thesis,
which states that the real terms of trade will move against the developing countries in the
long run, it becomes inevitable that the difference between the two country groups will
increase when the assumption about the terms of trade in the model is relaxed.

The author, who is aware of the low explanatory power of the model in terms of
developing countries, has expanded the model by including capital inflows, which he thinks
is the reason for the variation in growth rates. Developing countries can overcome the
foreign exchange deficits caused by growth under the balance of payments constraint, thanks
to capital inflows, and thus maintain simple growth (Thirlwall & Hussain, 1982: 500). On
the other hand, since it can be considered as a factor that will facilitate the repayment of the
debts taken, the terms of trade should be included in the BPCG developed for developing
countries (Tekgiil & Cin, 2013: 335-336). In light of this information, Thirlwall and Hussain
(1982: 501-504), who included domestic currency capital flows (C;) in equation (1), revised
the model based on the following equation.

PatXt+ Ct = Prt Mt Et (10)

When writing the above equation in growth form, the shares of export revenue and
capital flows used in total payments for imported goods are added to the model as E and E.

(E) (Pat+ X)) + (%)Ct = pre+ M+ (1)
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When we replace the growth rates in equation (11) with the substituting equations
((13) and (15)) which are derived from the equations of import (12) and export (14) without
cross elasticity, we get the form in which the capital inflows of the BPCG are also included.

M = (pr;:tt)“’ N (12)
mt = P(prt+ €t - Pat) + m(yr) (13)
Xi = ( Pl:jsttl )'Zee (14)
Xt = N(pdt - €t - Pr) + &(z2) (15)

(En#}’)(pd[— e~ pr) + (pat- € - pa) + %(e(z[)) + E(cl - par)

n

(16)

In the above equation, the first term in the numerator indicates the positive effect of
relative prices, the second term shows the terms of trade, and the third term indicates the
positive effect of income growth in the outside world on growth, while the last term indicates
that growth increases depending on capital inflow. Assuming that the relative prices and,
thus, the terms of trade will not change in the long run, it is possible to write the growth
model as follows.

_ (R e pa) _ (50 + 5o pa)

YBt * (17)

n T

Without capital inflow, equation (17) will become the simple model expressed by
equation (9). In addition, if there is a current account imbalance at the beginning and capital
flows do not grow to close the deficit, the growth rate will decrease as the sign of the second
term turns negative. However, if capital inflows can finance the initial current account
deficit, the growth rate will not be lower than the imbalance situation.

Hussain (1999) stated that capital inflows with the potential to increase the country's
competitiveness, with foreign capital inflows added to BPCG, can provide much faster
economic growth while increasing future constraints such as debt payments and interest.
Caldentey and Moreno-Brid (2019) also stated that when capital flows are combined with
terms of trade, the dynamics of BPCG will become more complex. Suppose the model is
extended in the analysis to allow the interaction of changes in terms of trade with other
factors. In that case, the positive effect of the improvement in terms of trade can be partially
offset by the appreciation of the real exchange rate and an increase in the import elasticity
of demand.

Moreno-Brid (2003) states that while analysing the constraints on the growth rates of
developing countries, it is necessary to consider the net interest payments. According to him,
the most important constraints on growth are foreign debt interest payments and the
relationship between capital and current account balance. For this reason, in Thirlwall's
extended model, he added net transfers to the left and net foreign debt interest payments to
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the right. Elliott and Rhodd (1999) highlighted the pressure that the foreign debt that the
country had to pay in that year would create on the balance of payments and included the
variable of external debt service on the right side of the model. Ersoy (2016), on the other
hand, added the variable of net earnings from investments and services, which he sees as an
additional factor that increases the import capacity of the Turkish economy, even though its
share is low, to the left side of the model as it increases the income.

There is no distinction between tradable and non-tradable goods produced in the
country or domestic and foreign prices in the BPCG. For this reason, it has been criticised
as an 'over-aggregated’ model that excludes trade diversion factors. In addition, another
criticism is that, with its structure that does not include economies of scale and consumer
preferences, it has left out the ‘non-price elements’ that have been emphasised since the
1990s (Tekgiil & Cin, 2013: 329). However, McCombie (2019: 439-441) states that this
method reveals the vital importance of non-price competitiveness in evaluating the
performance of developing and developing countries in foreign markets. The evidence for
the importance of non-price competitiveness highlighted by Thirlwall has also been
corroborated by studies that adjust relative price changes to reflect quality changes and play
an important role in explaining changes in a country's cumulative export shares. But in
general, rates of change in relative prices have little or no effect on the growth of exports
and imports. However, Marshall-Lerner conditions are often not met. The constraint on the
balance of payments is important to understand why growth rates differ. In other words,
according to him, the reason why the BPCG does not discriminate is that the rate of change
of relative prices plays a minimal quantitative role in determining export and import growth.
According to him, who confirms the model's validity econometrically and shows that the
law is not a 'tautology’, there is nothing in these tests to prevent income and price elasticity
estimates from being statistically insignificant. This would experimentally refute the law; a
tautology cannot be disproved.

In the following chapter, we will test to what extent the BPCG reflects the last period
of the Turkish economy. We will make some general inferences for Tiirkiye and developing
countries based on the results.

3.2. Testing the Validity of the Law for Tiirkiye

Quarterly data from the beginning of 2004 to the end of 2019, which we will use at
this study stage, were obtained from the Central Bank of the Republic of Tiirkiye Electronic
Data Distribution System (TCMB EVDS). To calculate the income elasticity coefficient of
imports (B1 in the regression) in equations (9) and (17), which will be used to test the
Thirlwall (1979) and Thirlwall-Hussain (1982) models, in the first stage, 64 observation
values between 2004Q1-2019Q4 were estimated as follows. In this model, 'm' represents the
amount of imports, 'y' represents the growth rate of national income and 'rer' represents the
growth rate of the real exchange rate.

mt = Bo + f1ye+ farer:
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The data are used to compare growth rates to the same quarter of the previous year
to avoid seasonality. In addition, the real exchange rate data are freed from the trend they
contain with the TRAMO/SEATS method (Maravall, 2006). After all this, the model is put
into regression with the help of EViews 10 with the following series names.

DM =C + DY + DRER_DT

Some tests were conducted on the statistical significance of the coefficient resulting
from the regression and the model's predictive power. First of all, to understand whether the
variables in the model contain a unit root, the variables were subjected to the two most well-
known tests, Augmented Dickey-Fuller (ADF) (Nelson & Plosser, 1982) and Phillips-Perron
(PP) (Phillips & Perron, 1988). The most significant result for all variables was found in the
model containing only constant terms per our expectations. As can be seen from Table 1, the
null hypothesis will be rejected because the test statistics calculated for the model with
constant terms are smaller than the MacKinnon (1996) critical values. This means that the
series does not contain a unit root regardless of difference; they are stationary. The fact that
the series is stationary at level allows us to make direct regression estimations with these
variables (Granger & Newbold, 1974).

Table: 1
Unit Root Test Results

Ho: There is no unit root (in 5% significance level)

ADF PP
Variable t value critical value prob. t value critical value prob.
DM -5,2549 -2,9092 0,0000 -3,2529 -2,9084 0,0208
DY -2,9449 -2,9084 0,0459 -3,1643 -2,9084 0,0269

After estimating the regression equation with the least squares method, a histogram
was drawn, and the Jarque-Bera (1987) test was applied to determine whether the error terms
of the model were usually distributed. As a result of this process, which was performed for
64 data in the first place, it was observed that there was a slight deviation from normality,
and this deviation occurred recently. After that, it is possible to say that the null hypothesis
of the model, which is re-estimated by removing the last term from the sample, cannot be
rejected from the probability value of 0.431175 in Chart 1; that is, the error terms are
normally distributed. This is also evident from the histogram image below.
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Chart: 1
Histogram and Normality Test
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Thirdly, the CUSUM of Squares structural break test, a more sensitive test than
CUSUM, is applied to the model, which is used with the cumulative sum of the squares of
the error terms. As can be seen from Chart 2, the model does not contain structural breaks,
as the square sums of the error terms fluctuate well beyond the 5% confidence interval limits
indicated by dashed lines (Brown et al., 1975). In other words, the predicted model satisfies
the stability condition. Structural breaks observed between 2016 and 2018 in the initial
estimates of the real exchange rate variable seem to have disappeared with the
detrendification process.

Chart: 2
Structural Stability Test
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Finally, the existence of autocorrelation between consecutive error terms of the
model was tested. However, the probability value found as a result of the Lagrange
Multiplier (LM) test applied to the model, the results of which are given in Table 2, prevents
us from rejecting the existence of autocorrelation (Breusch & Pagan, 1980). However, Chart
3 obtained from the 'Correlogram of Residuals' values shows us that the sequential
relationship of the error terms with the 2" lag is within acceptable limits after the large
decrease in the 1% lag. For this reason, it is possible to say that the model does not include
autocorrelation.

86



Can, Z. (2024), “Developing Countries” Deadlock: What Does
the Thirlwall's Law Offer Us?”, Sosyoekonomi, 32(61), 71-95.

Table: 2
Autocorrelation Test

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 11.76911 [ Prob. F(1,59) 0.0011
Obs*R-squared | 10.47709 | Prob. Chi-Square(1) 0.0012
Dependent Variable: RESID Method: Least Squares
Date: 25/05/23 Time: 18:34 Sample: 2004Q1 2019Q3 Included observations: 63
Presample missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
C 0.002243 0.010730 0.209069 0.8351
DY -0.034024 0.151631 -0.224386 0.8232
DRER_DT 0.109914 0.120564 0.911665 0.3657
RESID(-1) 0.429148 0.125094 3.430614 0.0011
R-squared 0.166303 | Mean dependent var 3.74E-18
Adjusted R-squared 0.123912 | S.D. dependent var 0.059582
S.E. of regression 0.055768 | Akaike info criterion -2.873832
Sum squared resid 0.183497 | Schwarz criterion -2.737760
Log likelihood 94.52571 | Hannan-Quinn criterion. -2.820314
F-statistic 3.923037 | Durbin-Watson stat 1.828681
Prob(F-statistic) 0.012739
Chart: 3
Autocorrelation Function (ACF)
1,00
0,75
0,50
0,25 i
0,00 Ill_l__,ll.lllll III,I.-.Il__II,l I _IIIIIII_-I,I._Il.-_I_._

Table 3 gives the results of the Breusch-Pagan-Godfrey test, which was performed to
determine whether the estimated model has a problem of varying variance. As shown below,
since the Chi-Square value is more significant than 0.05, the null hypothesis that the
variances of the error terms are equal cannot be rejected (Breusch & Pagan, 1979). That is,
there is no problem of varying variance in the model.

Table: 3
Heteroscedasticity Test

Heteroskedasticity Test: Breusch-Pagan-Godfrey

F-statistic 1.807930 | Prob. F(2,60) 0.1728
Obs*R-squared 3.580856 | Prob. Chi-Square(2) 0.1669
Scaled explained SS 3.480417 | Prob. Chi-Square(2) 0.1755

Dependent Variable: RESID*2 Method: Least Squares

Date: 25/05/23 Time: 18:32 Sample: 2004Q1 2019Q3

Included ob

servations: 63

HAC standard errors and covariance (Bartlett kernel, Newey-West fixed bandwidth= 4.0000)

Variable Coefficient Std. Error t-Statistic Prob.
C 0.002225 0.000536 4.148196 0.0001

DY 0.023966 0.011353 2.111085 0.0389
DRER_DT 0.013384 0.006491 2.061766 0.0436
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R-squared 0.056839 | Mean dependent var 0.003494
Adjusted R-squared 0.025400 | S.D. dependent var 0.005156
S.E. of regression 0.005090 | Akaike info criterion -7.676741
Sum squared resid 0.001554 | Schwarz criterion -7.574687
Log likelihood 244.8174 | Hannan-Quinn criterion. -7.636603
F-statistic 1.807930 | Durbin-Watson stat 2.067290
Prob(F-statistic) 0.172813

The results of the study conducted on 63 observations are given in Table 4, as it not
only provides a departure from the limits in the standard distribution and structural break
test but also increases the R? value. As can be seen from the R? value in the table, it has been
concluded that it would be appropriate to use the coefficients, all of which are statistically
significant, to test the validity of Thirlwall's Law, as can be seen from the probability values
obtained from this model, which has a high explanatory power of 80% and again in the same
table, which is less than 0.05. The coefficient of 2.074368 value of the DY variable obtained
as a result of the regression tells us that a 1% increase in national income will increase the
import amount by approximately 2.07%. As a result of a 1% increase in the real exchange
rate, there will be a decrease of 0.63% in the amount of imports. In addition, as can be seen,
the signs of the variables are consistent with the predictions in the BPCG.

Table: 4
Import Equation Estimation Result

Dependent Variable: DM Method: Least Squares
Date: 25/05/23 Time: 18:18 Sample: 2004Q1 2019Q3 Included observations: 63
HAC standard errors and covariance (Bartlett kernel, Newey-West fixed bandwidth= 4.0000)
Variable Coefficient Std. Error t-Statistic Prob.
C -0.060580 0.009343 -6.484164 0.0000
DY 2.074368 0.171852 12.07070 0.0000
DRER_DT -0.627737 0.107499 -5.839493 0.0000
R-squared 0.802404 | Mean dependent var 0.051806
Adjusted R-squared 0.795817 | S.D. dependent var 0.134037
S.E. of regression 0.060567 | Akaike info criterion -2.723693
Sum squared resid 0.220100 | Schwarz criterion -2.621639
Log likelihood 88.79633 | Hannan-Quinn criterion. -2.683555
F-statistic 121.8248 | Durbin-Watson stat 1.196312
Prob(F-statistic) 0.000000 | Wald F-statistic 123.6948
Prob(Wald F-statistic) 0.000000

For this period in which the share of export income used in import payments was
79% and the share of capital inflows was 21%, the results when we write the value of
2.074368, which represents the income elasticity of imports, and the growth rates of exports,
capital inflows and real exchange rates in equations (9) and (17), show that the Thirlwall-
Hussain (1982) study is quite accurate from 2004 to 2019.

Table: 5
Tiirkiye’s Average Growth Rates (2004Q1-2019Q4)

Actual Growth (dy) I BPCG Estimation (dy*) [ Capital Flow Added BPCG Estimation (dy**) |
%5,37 | %3,18 [ %5,96 |
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When we look at the values in the table above, the original BPCG (dy*) predicted
growth with a 2.19% deviation from the country's (dy), while the model with capital inflows
(dy**) predicted growth with a very close deviation of 0.59%. The following section will
discuss whether this result can be used to find a way out for developing countries in Tiirkiye.

3.3. Evaluation of the Analysis Results and Policy Recommendations

Thanks to the global media that has developed since the end of the 20™ century, with
the significant contribution of the internet, the consumption patterns of developing countries
are primarily shaped by the influence of developed countries. While this similarity in
preference functions increases the consumption propensity in developing countries, it
decreases the saving propensity. So much so that, to prevent this situation, even if the import
of capital goods replaces the import of consumption goods, it will not be possible for
developing countries to gain from foreign trade unless savings equivalent to the amount of
these goods are made within the country. Despite the significant differences in the incomes
of the two country groups, the similar consumption patterns deepen the problems in the
balance of payments in the developing countries, slow down the capital accumulation, and
cause income transfer to the developed countries from these countries that export goods with
low demand elasticity (Kazgan, 2000: 277).

When we consider together with the assumption that prices are equal in the long run,
what Thirlwall's Law proposes as a condition for growth, Developing countries, which do
not have a chance to affect world demand, cannot increase their export growth, so they must
either reduce the income elasticity of imports or control capital inflows. As mentioned
above, it has become challenging in our age to direct consumer behaviour in a way that will
change the import demand. Moreover, the fact that most developing countries depend on
foreign energy also prevents the decrease in the import income elasticity of this country
group. For this reason, controlling the capital movements that developing countries use to
finance the current account deficits in the balance of payments seems to be the most likely
way of eliminating the domestic savings deficits and supporting growth due to the BPCG.

However, as we have seen above, capital control has become extremely difficult and
meaningless today. The reason for this has been the uncontrolled growth of the finance field
with the effect of developing technology and subordinating all material processes, including
the real economy, to itself. For this reason, it is necessary to increase savings and investments
in the country. This should not mean leaving the capital movements entirely under the
control of international funds. Ways should be sought to direct capital movements in a way
that contributes to growth.

At this point, it is beneficial to heed Keynes' recommendations. According to Keynes,
what is needed is a control mechanism that goes beyond central banking activities
intervening in financial market problems, extending to potentially banning speculative
capital inflows entirely. This way, the primary policy objective would shift from managing
crises to preventing them altogether. However, implementing a global central bank policy
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akin to Keynes' proposals in the Bretton Woods era is unrealistic, given the current mode of
production and financial technologies. Nevertheless, finding a feasible mechanism to
prevent inflationary pressures from trade partners is necessary for today's context, as IMF
policies managed under the control of developed countries often fail to steer the global
market to a safe harbour during crises. Indeed, the instigator of crises in this financially
fragile structure is usually these policies themselves. Hence, there is a need to establish a
clearing mechanism that compels surplus-generating countries to make payments to mitigate
the global effective demand fluctuations caused by fund flows (Davidson, 2001: 15-27).
Additionally, while increasing liquid assets to enable international payments, mechanisms
should be in place to impede countries from clogging the system, as temporary solutions like
the Tobin tax to deter minor currency speculation may not suffice to extinguish significant
conflagrations. Substantial boulders are needed to block the system effectively instead of
measures that would be swept away like grains of sand in significant upheavals (Davidson,
2001: 31).

Kalecki's structuralist approach, which emphasises adapting economic models to
specific historical conditions rather than general assumptions, highlights the impact of
capital inflows in developing countries, leading to balance of payments problems by
increasing import demand (Blecker, 2001: 117-124). Building on Kalecki's thoughts on
foreign trade and examining three models developed to include distributional relationships
and mark-up pricing, Blecker (2001: 142-143) argues that these models cannot be an
alternative to mainstream understanding because they leave money and finance as external
variables. This is because it is impossible to consider the real economy independently of the
financial transactions of economic actors within the country. Therefore, contrary to
mainstream views, the Post-Keynesian perspective should support his concerns about
competitive policies implemented through devaluation negatively affecting income
distribution and trade volume.

The notion that easy access to foreign capital eliminates balance of payments
constraints disregards the challenges of foreign debt accumulation and the pressure exerted
on interest rates due to dependency on capital inflows. It is essential to consider that capital
inflows cannot consistently finance current account deficits. In cases where current account
deficits cannot be funded with regular capital inflows, the production level must be regulated
to ensure the import-export balance. This is because low interest rates that stimulate
domestic investment can only be sustained with a healthy balance of payments (McCombie
& Thirlwall, 2001: 82).

In addition, devaluation, a frequently used method to gain advantages in foreign
trade, is ineffective on real variables in countries with either very high or very low import
dependency; it only affects prices. Moreover, when companies do not anticipate continuous
price increases, their efforts to increase exports may fall short. Furthermore, the flexible
exchange rate system makes it challenging to maintain a competitive level of depreciation
in the long term. Additionally, this depreciation and the inflation it may generate due to its
impact on the value of imported goods could further devalue the domestic currency, creating
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a cycle. At this point, directing tariff and quota revenues obtained through import controls
into the economy as tax cuts domestically could be a solution to alleviate the inflationary
pressure in the economy (McCombie & Thirlwall, 2001: 77-80).

Developing countries often resort to inflationary policies to generate compulsory
savings. Instead of suppressing consumption with monetary policy in this way, savings
should be increased by implementing effective fiscal policies (Nurkse, 1952: 268-269).
However, although developing countries are disadvantaged due to the chronic lack of capital
to use monetary policy tools effectively and find ways to benefit from the developments in
financial technologies, the negative aspects mentioned above should also be sought. Akyiiz
(2008: 28), who says it is not easy to directly or indirectly control capital flows with financial
regulations, similarly states that monetary policy aimed at stabilising exchange rate and price
stability should be used harmoniously with fiscal policy. According to him, the possibility
of making such interventions is much more limited in countries that are structurally lacking
in savings, are in current account deficit, are in a foreign exchange bottleneck and have
excessive dependence on foreign capital due to the high level of external debt of the public
and private sectors. Such countries are more vulnerable to the ‘whims' of international capital
and need fundamental changes more than financial regulations or circular macroeconomic
policies. Therefore, for harmonising the policies to be implemented, the planning approach,
which is now forgotten or even seen as 'inconvenient', should be brought to the agenda again.
This approach is especially important for developing countries trying to escape their current
situation. When policies that conflict with each other are implemented, it is possible to miss
out on the benefits gained from these policies separately.

In addition, the very close growth estimation result from the expanded model we used
in the empirical study indicates that Tiirkiye financed its economic expansion with capital
inflows, like many developing countries. These results, consistent with the theory, have
opened the door for a panel data study to cover other developing countries in the future and
perhaps to divide these countries into groups among themselves.

4. Conclusion and Discussion

Foreign trade, which Marx (2015: 242) considers a factor that can prevent the
tendency of the rate of profit to decrease to the extent that it cheapens the constant capital or
labour power, has a vital role in capitalism. Foreign trade fulfils this function best in
developing countries where it can exploit more intensively. The first way that comes to mind
is undoubtedly colonialism. Although the 'vertical' growth of an economy by increasing the
exploitation within itself and the 'horizontal' growth of that economy by increasing the
exploitation of the weaker societies may seem like two different processes at first glance,
the first type of growth requires and forces the other (Dowd, 2020: 22). Most of today's
developed countries have reached their present position at the expense of their past colonies.
Most countries described as developing countries today were partially or wholly colonial in
the past; the main problem at that time was not development but the contribution that the
coloniser would receive from these countries (Kazgan, 2000: 264). The only difference
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between the forms of exploitation from centuries ago and today is that the consumption
habits in which people are fascinated but trapped and lost do not require colonisation or other
archaic violence to subdue them (Dowd, 2020: 23). This has primarily been made possible
by financialisation in the neoliberal era. Currently, significant challenges to the development
efforts of developing countries stem from this new form of exploitation, which has evolved
with the assistance of financialisation.

According to Yeldan (2009: 271-272), many examples of temporary or permanent
growth have shown that comparative advantages are not a static, given feature but something
that needs to be created. According to him, economies need not be driven forever with
existing resource equipment. It is possible to make comparative advantages ‘dynamic' by
applying the right policies in the long term. Besides, the functioning of the global economy
clearly shows us that trade forms are not governed by comparative advantages in competitive
markets but by opportunities for absolute superiority that emerge with the decisions of
transnational companies that determine the form of 'vertical integration of global production
networks'. These companies benefited the most from the financialisation period mentioned
above, which facilitated the establishment of domination.

Much like supply-oriented approaches that ignore demand, mainstream trade theories
overlook the impact of trade on monetary mechanisms through the balance of payments. In
these models, where the demand element is excluded, and total demand is assumed to be
equal to total supply, they are essentially closed economy models. However, in static
comparative advantage, although supply and demand are equalised through the balance of
payments, especially in developing countries, the sector where a benefit is gained cannot
absorb all the labour from the disadvantaged sector, inevitably leading to a demand gap. Of
course, supply-side factors are also important. While most factors driving economic growth
tend to be demand-oriented, the relative income elasticities that define the supply
characteristics of goods are crucial. Although demand is driven by export performance and
balance of payments positioning, which contribute to domestic production growth, it is
crucial to recognise the impact of supply-side factors such as investment in new technology,
research and development efforts, and human capital investment. These factors determine
the income elasticity of demand for exports, influencing the pace at which a country’s
exports will increase in response to rising global demand. Consequently, institutionalising a
planner approach is necessary to ensure the coordinated execution of macroeconomic
policies (McCombie & Thirlwall, 2001: 41).

International trade, the basic paradigms of which have been changed from time to
time by the sovereigns since mercantilism, ensures that the development efforts of
developing countries, which are surrounded by the constraints we have listed in the study,
are controlled. A permanent salvation cannot be achieved through the familiar prescriptions
put forward by the rule makers of the system from this deadlock. Although there may not be
an alternative way out, this exit is evident in which direction should be sought. It can well
be said that the time has come for developing countries to leave aside the mainstream
theories that derive their influence not from their explanatory power but from being the
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dominant ideology, to listen to the ‘contrary’ voices and to forge their path (Dénmez Atbasi
& Ozis, 2019: 595). Without denying their historical position, countries must reject the roles
given by those who pushed them to that position and choose their sustainable strategies. This
proposal does not imply retreating behind national borders, which has increasingly lost
relevance in today’s interconnected world. The plan selected must be highly versatile to
succeed in the complex economic landscape of the present day. Therefore, it would be
appropriate to consider the Post-Keynesian policy recommendations included in the study.
Thirlwall’s Law, a model that encompasses the constraints of developing countries in foreign
trade, explains Tiirkiye's recent growth and further supports this argument. Undoubtedly,
empirical studies beyond the evaluation and findings presented in this study would be highly
beneficial in finding a way forward for Tiirkiye and other developing countries.
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Abstract

Several studies around the world identify a gender gap in financial literacy against women
regardless of age, education level, and socioeconomic status. Although gender is included as one of
the variables in many studies focusing on Tiirkiye, as far as we know, none of them particularly has
examined the gender difference. This paper integrates the outputs of these studies in terms of gender
and combines them into one measure by conducting meta-analysis techniques. The results reveal a
gender gap in financial literacy among women. Financial literacy is essential for women who mostly
experience the gender pay gap, face more significant employment interruption challenges and tend to
live longer than men. Given those issues, this study highlights implementing inclusive education
policies and establishing comprehensive, long-term education programs to improve women’s financial
literacy.
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Oz

Diinya genelinde ¢ok sayida ¢alismanin bulgulari; yas, egitim diizeyi ve sosyoekonomik
statiiden bagimsiz olarak, kadinlar aleyhine finansal okuryazarlik seviye farkinin olduguna isaret
etmektedir. Tirkiye’ye yonelik aragtirmalarda ise, genellikle cinsiyet degiskenler arasinda yer
almasina kargin, yazar tarafindan bilindigi kadariyla, bunlardan higbirisi 6zellikle cinsiyet farkliligina
odaklanmamustir. Bu arastirma ilgili ¢aligmalarin sonuglarimi meta-analiz teknikleri kullanmak
suretiyle tek bir olgiimde birlestirmektedir. Aragtirma bulgular1 Tirkiye’de finansal okuryazarlik
konusunda kadinlar aleyhine istatistiksel olarak anlamli fark oldugunu ortaya koymustur. Cogu zaman
cinsiyetler arasi iicret farkina maruz kalan, daha fazla istihdam kesintisiyle karsilasan ve daha uzun
yasama egiliminde olan kadinlar i¢in finansal okuryazarlik son derece 6nemlidir. Caligmanin sonuglart
ve kadinlarin dezavantajli konumlar bir arada degerlendirildiginde, finansal okuryazarlik diizeylerinin

yiikseltilmesine yonelik kapsayici egitim politikalarinin olugturulmasinin ve uygulanmasinin yararl
olacag anlagilmaktadir.

Anahtar Sozciikler . Finansal Okuryazarlik, Cinsiyet Esitsizligi, Meta Analiz, Tiirkiye.
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1. Introduction

Financial literacy (hereafter referred to as FinLit) combines knowledge, skills,
attitudes, and behaviours that enable an individual to process financial information and make
rational decisions. The findings indicate that individuals' FinLit levels are low in developing
countries and developed economies (Lusardi & Mitchell, 2014; Preston & Wright, 2019).
Although the FinLit gender gap is a universal concept rather than country-specific, some
revealed that individuals had lower FinLit levels in many developing countries (e.g.,
Atkinson & Messy, 2012; Klapper et al., 2015; Xu & Zia, 2012). One of the possible reasons
for the difference between developed and developing countries is the relatively higher
general level of FinLit education programs and initiatives in developed countries. While
many developed countries have embedded curricula specialised for financial education to
enable children to gain high FinLit levels, FinLit curricula are often lacking in developing
countries (Pinto, 2013). According to Xu and Zia (2012), FinLit is one of the tools for
strengthening consumer protection in developed countries. Moreover, complicated financial
instruments and products and the dynamism of the financial sector in these countries
reinforce the need for a higher FinL.it level. On the other hand, developing countries' FinLit
model can be associated with financial market depth and structure and their social
demographics. Although it is also important for individuals in developed countries, the
primary purpose of FinLit in developing countries is to enable them to learn key financial
concepts and acquire the necessary financial behaviours and skills to become financially
healthy (Fanta et al., 2016). On the other hand, disparities are prevalent amongst groups in
society where the poor, the youth, and women exhibit lower FinLit. One of the stylised facts
revealed in numerous studies on FinLit is that women have less financial knowledge than
men (e.g., Klapper et al., 2015; Lithrmann et al., 2018; Hasler & Lusardi, 2017; Preston &
Wright, 2019). Financially illiterate women might have far-reaching effects on their
autonomy, quality of life, families, and the community. On the contrary, being financially
literate empowers women to make decisions independently and gain more confidence in
their financial decision-making. However, due to the challenges they face throughout their
lives, women are more likely to be at a disadvantage regarding financial issues. Getting into
the habit of saving, investing, and gaining the right spending skills can be related to women’s
employment status in FinLit. Legislation in many countries, foremost in developed
economies, promotes equality policies that improve women's societal roles, with greater
participation in the labour market, providing more autonomy in their financial decisions.
However, various factors that cause differences between women and men regarding
financial issues continue to exist (Driva et al., 2016). Especially in developing countries,
women’s labour participation rates are lower than men's, with high unemployment rates.
Despite the remarkable increase, women's low labour participation rate still makes Tiirkiye
one of the countries with the highest underutilisation rates in the OECD (OECD, 2018).
Moreover, many women are more likely to turn to part-time and temporary jobs since they
continue their household responsibilities. Providing care for the children and elderly family
members is among women’s primary responsibilities, and their income is viewed as
complementary to household earnings. A recent International Labour Organization time-use
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survey data indicated that women in Tiirkiye spend up to 5 hours daily performing domestic
chores and looking after children or other family members (OECD, 2019). Moreover, the
wage gender gap is persistent, and female employment is concentrated in the informal
market, which might deepen the gender gap. While financial independence provides
flexibility for unforeseen situations, prepares for emergencies, and ensures the right steps
are taken, a woman's leaving the household financial decisions and practices entirely to the
male members of the family leads to a financially dependent life. Although the relationship
of women with financial issues forms a range between the strict implementation of Islamic
texts and practices and the autonomy of women at the highest level, one of the reasons for
the low labour force participation rate of women accompanying possible lack of FinLit in
Tiirkiye might be the widespread acceptance of the traditional Islamic view which
emphasises that women do not have to work for wages or salaries (Tekin-Oniir & Diindar,
2021).

It is another case in point that women are not able to leave their marriages in abusive
family situations and various ongoing domestic adversities due to their financial
dependence. Data from the Turkish Statistical Institute show that between 2010 - 2020,
divorce rates in Tirkiye ranged from 1.62 to 1.90 per 1,000 (TurkStat, 2021a). Divorce turns
couples focused on different financial issues in the household into single individuals who
need to acquire new knowledge and skills. Considering the literature revealing the FinLit
gender gap, women lacking financial knowledge and skills will be disadvantaged (West &
Mitchell, 2022). Another threat to women's financial independence is that in many societies,
the income of career women is often recognised as an extra cash inflow to the household. At
the same time, they are asked to take on additional responsibilities at home. Furthermore,
women are more likely to leave the workplace for reasons related to gender differences in
financial inclusion, gender roles, and discrimination.

On the other hand, women are responsible for managing daily finances in some
households. When women are financially literate, this also influences children’s financial
habits. In most developing countries with low female employment, the mother is the primary
caregiver with the most significant impact on the children. Therefore, the mother must have
sufficient financial knowledge, attitudes, behaviours and skills to transfer them to her
children and form the right financial habits. However, women's financial independence is
related to family and workplace situations and long-term issues, so not worrying about the
future must be considered.

As is the case in the rest of the world, women tend to live longer than men in Tiirkiye.
According to official country data, life expectancy at birth in Tiirkiye is 81.3 years for
women and 75.9 years for men (TurkStat, 2021b). Women mostly earn less and have less
opportunity to save due to systemic inequalities and gender stereotypes and roles. Therefore,
they are less likely to optimise their investing method to build wealth, especially for
retirement. A low level of FinLit is one of the main obstacles women face in accumulating
wealth and securing their future. Financial illiteracy might cause problems such as
developing lousy spending habits, being more likely to accumulate debt, and lacking
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financial preparedness for long-term needs. Empowering young women with FinLit,
increasing their relationship with money, and their skills to manage money will help them
achieve their life and career goals more effectively and reduce welfare losses after
retirement.

FinLit is also important in preparing to face economic challenges since the more
financially literate individuals are expected to be more resilient in the face of economic
shocks. The gender gap in FinLit might cause women to become more disadvantaged,
especially in times of crisis. Although periods of recession or economic crisis increase
unemployment regardless of gender, gender inequalities persist and widen (Antonopoulos,
2009; Seguino, 2010). The COVID-19 pandemic has caused a decrease in households'
incomes and revealed that households and individuals do not have sufficient financial
reserves. The rate of unemployed or on-leave women facing reduced hours of paid work
during the pandemic was higher than the rate of men (Collins et al., 2020; Montenovo et al.,
2020). The increasing inflation rates are another economic effect of the COVID-19
pandemic in many countries. Along with some country-specific problems, the economic
impact of the pandemic has caused inflation in Tiirkiye as measured by the consumer price
index, which has been over 10% since the pandemic's beginning, to increase to 64.77% in
2023. In many developing countries subjected to high inflation, such as Tiirkiye, being
financially literate allows women to know how best to manage money and helps them cope
with rising living costs and inflation.

Although several empirical studies were conducted on FinLit in Tiirkiye, very few
revealed a gender gap favouring women (e.g., Yicel, 2022; Aydin, 2023). However, a
substantial number of studies determined the FinLit level of women to be lower than man
(e.g., Basarir & Sarithan, 2017; Coskun et al., 2019; Ergiin & Serel, 2019; Karako¢ &
Yesildag, 2019; Kaya & Giines, 2019). On the other hand, some of them failed to find
differences between genders in terms of FinLit levels (e.g., Glimiis & Pailer, 2019; Giivemli
& Meydan, 2019; Karakulle & Tan, 2018). In this respect, this research aims to re-examine
the FinLit gender gap in Tarkiye by employing meta-analysis techniques, which have the
advantages of integrating data sets from past research addressing a specific issue and
providing an aggregate summary of the results by identifying the trends in various pieces of
these studies. To the author's knowledge, this study is the first to conduct a meta-analysis
investigating the FinLit gender gap in Tirkiye.

Identifying the existence of a gender gap in Tiirkiye is essential for designing
interventions aimed at increasing FinLit throughout society and for achieving significant
improvements in long-term financial security. Although the primary objective of this study
is to contribute to the literature by exploring the existence of a FinLit gender gap, it also
discusses the relationship between women and finance in terms of systemic barriers and
cultural stereotypes. It explains the effects of various factors on women's current and future
financial well-being.
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The rest of the study is organised as follows: the next section shows the conceptual
framework. Section 3 reviews the literature. Section 4 presents sampling and data collection
and describes the empirical method used in the study. Section 5 reports the outputs of the
analyses. The final section provides concluding remarks and policy implications.

2. Conceptual Framework

Although different researchers and organisations describe FinLit using a variety of
concepts, the terms of educational sciences, such as developing knowledge and skills, and
the concepts of psychology, like attitude and behaviour, are frequently referred to.

In many studies, the authors associate FinLit exclusively with financial knowledge
(e.g., Agnew & Szykman, 2004; Bucher-Koenen et al., 2017; Lusardi & Mitchell, 2011,
Lyons et al., 2007; van Rooij et al., 2011). Huston (2010) analysed seventy-one published
studies on FinLit and determined that "financial literacy™ and "financial knowledge" were
used synonymously in 47% of these studies. Meanwhile, a growing number of researchers
scrutinised the behavioural tendencies of individuals toward financial issues in terms of
FinLit. Among these authors, Atkinson and Messy (2012) considered behaviour, attitude,
and knowledge as illustrative components of FinLit. A few authors discuss the associations
between financial knowledge and saving and investment behaviours regarding acquiring
FinLit (Delavande et al., 2008; Hsu, 2011; Jappelli & Padula, 2011). Hung et al. (2009)
approached FinLit as a compound of financial knowledge, financial skills, perceived
knowledge, and financial behaviour. The link between these components has also been
argued by Lusardi and Mitchell (2011) and Xiao et al. (2014) as financial literacy. Similarly,
Khan et al. (2017) conceptualised financial literacy as including knowledge, skills, and
attitudes that affect individuals' financial behaviours.

Financial literacy is discussed in this study as conceptualised by the World Bank as
a link between knowledge and skills, skills to attitudes, and attitudes to behaviours (Figure
1). This link is extremely important because knowledge affects attitudes, and attitudes then
arise in a variety of behaviours (Holzmann, 2010). It encompasses the skills of reading,
analysing, managing, and communicating on financial issues that impact the financial well-
being of individuals.

Figure: 1
Conceptual Model of Financial Literacy
Financial knowledge N Financial behaviours N Financial lit
Financial attitudes Financial skills ancial fiteracy
Inputs Throughputs Output

Knowledge: Financial knowledge is at the centre of financial literacy. A person
labelled “financially literate has financial knowledge regarding budget, insurance, savings,
investment, loans, interest, inflation, risk and return, and balance sheets. Moreover,
mathematical capability is an important component individuals need to improve financial
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knowledge and mathematical confidence is positively related to financial behaviours
(Marley-Payne et al., 2022). The findings of Hilgert et al. (2003) reveal that financial
knowledge in a particular area is positively associated with financial practices. However,
their findings also indicate that financial knowledge gained through personal experiences
and obtained from people close, such as friends, family, and relatives, have the same effect.
According to Gibson et al. (2021), receiving a financial education via multiple channels is
the most favourable way for individuals to improve their financial well-being in the long
run. Lack of financial knowledge may cause additional fees and commissions because of
paying only the minimum amount due on the credit card bill, exceeding credit card limits or
using cash advances. Individuals with less financial knowledge tend to have fewer savings
and investments, apply for more loans, ignore the conditions of the loans and pay more fees
(Lusardi & Mitchell, 2008). The financial knowledge level does not have to be advanced:;
even basic knowledge is useful in financial markets and is a primary condition for FinLit.
However, knowing alone is not enough to be financially literate. FinLit will be beneficial if
the knowledge gained is transformed into the right financial attitude, behaviour, and skills.

Attitude: The individual’s lifestyle, experiences, psychological, social, cultural, and
other environmental conditions may affect their financial decisions. A few behavioural
finance and psychology studies have revealed that people do not always act rationally, even
if they have sufficient knowledge (Baker et al., 2019; Carpena et al., 2019). This may arise
from the personality traits of individuals, or it may occur due to cultural and socio-
demographic factors. In other words, socio-demographic factors, complicated financial
products, cultural reasons, and an individual's knowledge, skills and personality
characteristics can influence financial attitudes and behaviours. Attitude towards financial
issues and practices is among the key determinants of financial behaviour. Beliefs, values,
and attitudes towards financial practices may affect financial decisions and determine a
person's behaviour regarding financial issues. A person's beliefs, values and attitudes about
financial matters may also affect his/her financial stability and goals.

Behaviour: Lusardi (2019) emphasises that FinLit differs from financial knowledge
and includes the capability to perform desirable financial behaviours. The findings of the
research conducted by Palmer et al. (2021) in the south-eastern United States show that
financial self-efficacy positively impacts individuals’ financial management behaviour;
general self-regulation plays an indirect role in this effect. Although self-confidence,
dependent on objective financial knowledge, helps make sound financial decisions and
proactive choices, overconfidence might cause negative financial behaviours (Atlas et al.,
2019).

Skill: A financially literate person should also have financial skills. In other words,
"financial literacy™ will be incomplete unless financial knowledge is put into practice.
Financial literacy includes determining financial options, negotiating financial issues,
planning for the future, defining the situations that may cause financial disturbances,
understanding the developments in the general economy and making effective financial
decisions. A financially competent person has sufficient skills to manage available resources
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to ensure her/his financial well-being. Financially literate individuals know money and asset
management, banking practices, investment, credit, insurance and tax, making financial
plans and using them in practice (Bianchi, 2018; Fonseca & Lord, 2019; Nolan & Doorley,
2019).

3. Literature Review

Even though women and men must be financially literate to make the right financial
decisions for themselves and their families, the data collected from more than 140 countries
shows that gender differences exist between developed and underdeveloped countries
(Klapper et al., 2015). The FinLit gender gap appears not only in countries with different
institutional and economic systems but also in countries with different cultural and social
backgrounds (Hasler & Lusardi, 2017; Lusardi & Mitchell, 2008). The gender gap does not
differ depending on age, regardless of the basic or sophisticated aspect of FinLit questions
asked in the surveys.

Adam et al. (2018) investigated the gender difference in FinLit among retirees in
Ghana by using questionnaires that covered the respondents’ general knowledge of financial
issues. The results of the independent sample t-test and the Chi-square test of independence
revealed significant differences favouring men. Cupak et al. (2018) investigated the FinLit
gender gap in 12 countries using a modified Blinder-Oaxaca counterfactual decomposition
model. While the findings revealed remarkably high gaps for women in Canada, Germany,
the Netherlands and the UK, this gap was lower in Eastern European countries. The findings
of the multiple regression analysis conducted by Greimel-Fuhrmann and Silgoner (2018)
using sample data from 2,000 Austrian respondents showed that men significantly
outperformed women regarding financial knowledge. Karakurum-Ozdemir et al. (2018)
conducted research in 5 middle-income economies. The outputs obtained by running a linear
regression model showed no FinLit gender gap in Mexico. However, the women, whether
educated or not, had lower FinLit scores in Colombia, Lebanon, Mexico, Tirkiye, and
Uruguay. The authors determined the highest and lowest significant gender gaps in Tiirkiye
and Uruguay. Okamoto and Komamura (2018) conducted a FinLit survey in Japan. Using
the Blinder-Oaxaca decomposition method, the authors found that women were less
financially literate than men, regardless of age. Potrich et al. (2018) explored the FinLit level
in Brazil by surveying 2,485 individuals. The t-test results and the Mann-Whitney U test
revealed that the proportion of men was significantly higher than women among those with
higher FinLit scores. Fonseca and Lord (2019) used the Canadian Financial Capability
Survey to measure financial knowledge, skills, and behaviours to explore the FinLit level of
Canadians aged 18 and older. Applying the Oaxaca-Blinder decomposition technique, the
authors observed that women were significantly less financially literate than men. Chambers
et al. (2019) explored the impacts of parents on their children's understanding of financial
concepts in 18 countries. The findings of the multilevel regression model using the Financial
Literacy Assessment from the OECD’s Programme for International Student Assessment
(PISA) survey data implied a gender gap in financial knowledge among students, which their
parents might impact. Philippas and Avdoulas (2019) conducted a survey in Greece
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comprising 456 university student respondents and analysed the data using cross-tabulations,
chi-square tests, logistic regressions, and a marginal effect analysis. Among others, research
findings implied that men had 2.02 times more acceptable levels of FinLit than women.

Another topic of discussion in the literature is the potential explanations for the
gender difference in FinLit. Social and cultural factors are the issues examined in theoretical
and empirical studies aiming to demonstrate the difference between women and men in
financial matters. Using binary logistic regressions, Ameer and Khan (2020) provided
evidence that adult men gain higher FinLit and higher financial confidence than women from
the financial socialisation experiences differing between women and men in many cases in
New Zealand. The impact of culture on the FinLit gender gap might occur in several ways.
Considering that education is one of the main factors impacting FinLit, girls are less
knowledgeable in financial matters in a society that prioritises boys' education. The gender
gap might reflect various traditional and cultural aspects, particularly in the role women in
the household play in financial decision-making. A mechanism might emerge that enables
both women and men to create distinct FinLit levels through a process in the household
where men take responsibility for financial issues, and women concentrate on other
household chores (Fonseca et al., 2012; Kumar et al., 2019). Women may remain financially
illiterate in a culture where household finances are the men’s responsibility. In contrast,
men's financial skills increase by doing learning (Rink et al., 2021). One of the arguments
for their lower FinLit level is that, on average, women are less interested in collecting and
processing financial information (Bajtelsmit & Bernasek, 1997). Transferring the financial
decision-making consequently to the male members of the family causes the women to be
less motivated to obtain financial information (Aguiar-Diaz & Zagalaz-Jiménez, 2021).

From a socialisation perspective, patterns of interaction among family members may
affect the development of FinLit (Aguiar-Diaz & Zagalaz-Jiménez, 2021). Wilmarth et al.
(2021) argue that young couples' perceptions of their spouses and positive financial
behaviours are associated with increased shared financial values. While couples appreciate
their spouse's good financial behaviours, they contribute to their shared financial values and
develop their financial behaviours. Nevertheless, using Blinder-Oaxaca decomposition,
Fonseca et al. (2012) found no differences in FinLit levels between couples, regardless of
whether they were married. Kadoya and Khan (2020) obtained similar results in Japan by
employing a linear regression model, which indicated no liaison between marital status and
FinLit levels. However, Baglioni et al. (2018) revealed in their analysis based on ordered
probit regressions and linear regressions that the levels of FinLit of couples in Italy were
higher than in single individuals, regardless of gender.

Theories of gender socialisation assume that children face and deal with different
financial socialisation while growing up (Miller, 2016). Differential treatment that children
receive from their parents and the common gender stereotypes they are exposed to in their
environment reasonably lead to different levels of FinLit as adults. Over time, gender-based
financial role patterns become internalised norms affecting children’s financial attitudes and
behaviours (Danes & Haberman, 2007). Payne et al. (2014) assume that much of the
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financial behaviour develops in the family as members observe the behaviour of others.
According to Szendrey and Fiala (2021), a higher level of communication between parents
about proper consumer skills and family resources is among the patterns of young adults'
developing appropriate financial behaviour. LeBaron et al. (2020) performed multivariate
linear regressions. They revealed that the financial education parents provide to their
children effectively forms healthy financial behaviours at an early age, which is not
dependent on gender and benefits them throughout adulthood. Shim and Serido (2011) argue
that the effect of children's experience of FinLit levels when observing their parents in
financial matters, especially in the shopping process, is 1.5 times higher than that of financial
education. On the other hand, there is mostly a gender bias in parents' association with
children on financial issues, and the impact of financial interactions with same-sex role
models is more powerful (Bussey & Perry, 1982; Shim & Serido, 2011). If the mother is a
poor money manager, it is possible that children, particularly the daughters, would model
the mother's bad financial attitudes and behaviours.

Although numerous research studies have been carried out on FinLit issues over the
last few decades, only five have used meta-analysis techniques to the best of the author's
knowledge. However, four studies were conducted on the association between financial
education and financial literacy or its components. Fernandes et al. (2014) examined 168
articles to reveal the relationships between FinLit, financial education and financial
behaviours. The results showed that the educational activities to increase FinLit had a small
impact on financial behaviours. This effect was even weaker in low-income samples. The
meta-analysis of Miller et al. (2015), which included 188 studies, provided evidence that
financial education might influence financial behaviours. The outputs of the meta-analysis
conducted by Kaiser and Menkhoff (2017), based on data derived from 126 studies, showed
that financial education impacts financial literacy, especially financial behaviour. However,
the effect is less in low- and lower-middle-income economies and low-income customers.
The evidence obtained from the meta-analysis of Kaiser and Menkhoff (2020), which used
data from 35 studies, indicated that the effect sizes of financial education treatments on
financial knowledge were larger in developed economies than in developing economies.
Nevertheless, the results revealed that the effects of the treatments on financial behaviour
did not differ significantly in the countries' per capita income levels. The literature review
showed that the only meta-analysis of FinLit in which explanatory variables included gender
was carried out by Santini et al. (2019). The outputs of the meta-analysis of 44 studies
implied that educational level, household income and gender were among the factors
impacting FinLit. Furthermore, the results revealed that women had significantly lower
FinLit than men.

4. Current Empirical Studies in Tiirkiye

The interest in financial literacy in Tiirkiye does not have a long history. However,
there has been a noticeable increase in the number of studies interpreting and measuring
FinLit in recent years. Although none of the empirical studies mainly focused on the FinLit
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gender gap, gender was included as an explanatory variable in many studies conducted on
FinLit issues.

The extant empirical literature on FinLit in Tirkiye has demonstrated different
findings. At the same time, some studies have not identified a statistically significant FinLit
gender gap; most present empirical evidence of differences against women. Although a
limited number of studies reveal the FinLit gender gap favouring women in Tiirkiye, the vast
majority of them report non-significant statistical results.

The findings of Basarir and Sarihan (2017) obtained from the t-test, using data from
a survey in which 407 undergraduate students participated, showed that a significant FinLit
gender gap existed against women. The one-way analysis of variance test performed by
Karakulle and Tan (2018), with data obtained from the questionnaire administered to
university students, revealed that gender and age did not influence FinLit. Coskun et al.
(2019) investigated the level of FinLit in Tirkiye by using the OECD questionnaire and the
methodology developed by the International Network on Financial Education. The results
implied that the financial knowledge, financial behaviour, and FinLit levels of the sample,
including 1,230 respondents in Tiirkiye, eighteen years and older, were lower than the
average of 14 OECD countries compared. Moreover, the findings of the t-test and the
Wilcoxon rank-sum test showed that women respondents were lagging the men, which was
more significant than those in the 14 countries. Ergiin and Serel (2019) applied a FinLit
guestionnaire to 2,050 university student participants in Tiirkiye. Using a t-test and one-way
analysis of variance test, and alternatively Mann Whitney U and Kruskal-Wallis H tests, the
authors determined that the level of FinLit was low among university students, and the scores
of men were significantly higher than women. Giimiis and Pailer (2019) also conducted a
survey in Tirkiye that included financial knowledge, financial attitude, and financial
behaviour components within FinLit. Findings from the chi-squared and independent sample
t-tests did not reveal significant differences in terms of gender and employment status.
Similarly, the findings of the research of Giivemli and Meydan (2019) based on the t-test
and the one-way analysis of variance test using a data set of four hundred participants in
Tirkiye revealed no significant association between financial behaviour and gender.
Karakog¢ and Yesildag (2019) investigated the FinLit levels of university students by using
the data set of 697 participants in the Aegean Region of Tiirkiye. The findings of the t-test
and the one-way analysis of variance test implied that the scores of female students were
slightly lower than male students, and the gap was statistically significant. On the other hand,
by applying the t-test and the one-way analysis of variance test, Yiicel (2022) observed that
women high school teachers were significantly more financially literate than men. Aydin
(2023) conducted a survey comprising 427 adult respondents and analysed the data using a
t-test and the one-way analysis of variance test. The findings implied a statistically
significant gender gap favouring women regarding financial behaviours.
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5. Methodology

A meta-analysis is a statistical study intended to integrate the findings of a vast group
of analysis results from individual studies (Glass, 1976). Different studies conducted on
FinLit in Tirkiye with different findings were quantitatively synthesised systematically. The
Comprehensive Meta-Analysis Version 4 program was used to perform meta-analysis.

5.1. Literature Search and Coding

In January 2024, the study electronically searched the databases of Clarivate, Scopus,
Google Scholar, ULAKBIM TR Index and Turkish Council of Higher Education Thesis
Centre for the studies which had been conducted in Tiirkiye using the keywords “financial
literacy”, “financial knowledge”, “financial attitude”, “financial behaviour” or their
combinations and identified 447 records. Duplicate studies were excluded; if one study used
the same data as another, the most recent one was chosen. After exclusion, 413 relevant
records were identified and screened considering the following inclusion criteria:

e The study must be empirical or quantitative. Reviews, theoretical, and qualitative
analyses were excluded.

e The study must examine a financial literacy gender gap. Others were excluded.

o At least one of the “independent groups sample sizes, means, standard deviations”,
“independent groups sample sizes, means, t-value”, “independent groups sample
sizes, t-value”, or “effect size” for each group must be provided. Others were
excluded.

After the final exclusion process, 153 studies were identified for use (Figure 2).

Figure: 2
Study Flow Diagram
[Literature Search |

| Web of Science, Scopus, YOK, ULAKBIM, Google Scholar |

‘ Records identified

k = 447
Excluded (k = 34)
Duplicated or using the same data
Records screened
k=413
Excluded (k = 77)
Review, theoretical, qualitative study
Coded
k =336
Excluded (k = 183)
Not examining the gender gap (k = 92)
Using insufficient data (k = 91)

Included
k=153
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The study covers empirical studies on financial literacy in Tiirkiye in the 2014-2023
period. Data from 5 conference papers, 75 articles published in academic and scientific
journals, and 73 theses/dissertations are used in the meta-analysis (Table 1).

Table: 1
Distribution of Studies by Publication Years and Types
Year Conference Papers Articles Theses / Dissertations Total
2014 3 1 4
2015 5 1 6
2016 1 6 4 11
2017 2 4 6
2018 2 8 8 18
2019 1 10 15 26
2020 12 11 23
2021 1 8 13 22
2022 17 9 26
2023 4 7 11
Total 5 75 73 153

The sample comprises 48.047% women (N,,= 38,423) and 51.953% men (N,,=
41,546). The entire sample contains 185 sample data. Apart from the meta-analysis covering
the whole research period, the 2014-2019 and 2020-2023 periods were also examined with
financial knowledge and financial attitude-behavior data to provide comparative outcomes.
The financial knowledge sample includes 46,533 participants and comprises 47.566%
women (N, = 22,134) and 52.434% men (N,,, = 24,399). There are 33,436 participants in
total in the individual studies presenting data on financial attitude and/or behaviour, out of
which 48.717% are women (N,,= 16,289) and 51.283% are men (N,, = 17,147). The
financial knowledge and attitude-behavior samples include 99 and 86 studies, respectively
(Table 2). The difference between the total number of studies reported in Table 1 and Table
2 is that some studies present data on financial knowledge and financial attitude-behaviour
dimensions.

Table: 2
Sample Characteristics
Dimension Period k N N N, Men (%) Women (%)
2014-2019 54 29,822 15,425 14,397 51.724 48.276
Financial knowledge 2020-2023 45 16,711 8,974 7,737 53.701 46.299
2014-2023 99 46,533 24,399 22,134 52.434 47.566
2014-2019 38 17,061 7,862 9,199 46.082 53.918
Financial attitude-behavior 2020-2023 48 16,375 9,285 7,090 56.702 43.298
2014-2023 86 33,436 17,147 16,289 51.283 48.717
2014-2019 92 46,883 23,287 23,596 49.670 50.330
Financial literacy 2020-2023 93 33,086 18,259 14,827 55.186 44.814
2014-2023 185 79,969 41,546 38,423 51.953 48.047

k indicates the number of studies.
N is the entire sample size.
N,, and N,, represent the total numbers of men and women participants reported in the individual studies, respectively.

5.2. Examining Publication Bias

Initially, a funnel plot was used to examine publication bias. The funnel plot is a
scatter plot of the effect estimates obtained from the individual studies in the meta-analysis.
A funnel plot's X- and Y-axis represent the average result, sample size, or precision index.
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The standard error of the effect estimate is usually appointed as the measure of study size
and plotted on the vertical axis with an inverted scale, placing the most powerful studies at
the top. It is assumed that small studies are more likely to be susceptible to publication bias
than large ones. Since meta-analysis often includes samples that are smaller than large ones,
the points shown in the graph representing each mean value are broad at the base and
narrower towards the apex. The triangle will contain approximately 95% of the studies if
there is no bias under the fixed effect assumption. As trial size increases, trials are likely to
coalesce around the underlying true effect size and are distributed equally. Without
publication bias, the plot will resemble a symmetrical inverted funnel. Nevertheless, an
asymmetry in the distribution of small studies is expected when publication bias occurs (Lee
& Hotopf, 2012).

Moreover, Orwin’s Fail-Safe N performs the test to capture the number of missing
studies that would bring the overall effect to a level other than zero.

_ N(xo—%o)
05 = Xc—%s @
where N is the number of studies included in the analysis, X, the mean x obtained for N
studies, x, criterion value assumed as 0.05 and x, the mean x for the safe studies taken as
zero (Orwin, 1983).

5.3. Measuring Heterogeneity

Cochran's Q test (Cochran, 1950) is the primary approach used in meta-analysis for
measuring heterogeneity, which refers to the variation in study outcomes between studies.
In this method, the Q statistics with a p-value and I? index measure is used to assess whether
there is homogeneity among studies included in the meta-analysis. It is considered that the
larger the statistically significant estimation coefficients, the larger the variance between
studies rather than the subjects within a study. Q statistics is estimated as

N . . 2
Q =S, wies? - e, @
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where w; is the weight for the it observation. es; represents the effect size (Hedges’ g in this
paper) of the i_th study. N stands for the number of studies included in the analyses.

Afterwards, the percentage of variability in the overall effect size (12) is derived from
the Q statistic.

2 _ Q-(N-1)
1= (3)

An I? over 50% is commonly considered high heterogeneity, between 50% and 25%
moderate and under 25% as low heterogeneity (Cooper et al., 2019).
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5.4. Effect Size Estimations

The effect size, which reveals how different one group is from another, is considered
a quantitative measure of the magnitude of the experimenter effect. The strength of the
association between the two variables causes the effect size width. Hedges' g (Hedges,
1981), derived from Cohen's D, is the effect size.

Standardised mean differences such as Cohen's D are calculated as in Eq.4 for the
studies providing sample size, mean and standard deviation data for each group (Borenstein
etal., 2021).

(M=% +nw—1)0%
= |——"—" -7 4
Opooled I (4)

Where 6,014 donates the pooled (within groups) standard deviation, n,,, and n,,, group sizes

of men (m) and women (w) in an individual study. o2, and o2, are the variances reported in
the individual studies for men and women, respectively.
Xm— X

D= (5)

Opooled

where D stands for standardised mean differences. X,,, and X,, are the means of the binary
outcome variables from each study for men and women.

For the studies reporting “sample size for each group and t-value” Cohen’s D
calculation is as follows (Lipsey & Wilson, 2009):

Ny, +ny,

D=tx*

(6)

Ny * Ny,

In the following step, effect size estimates (D) from each study are combined (D,) by
using a precision weighted average of the observed effect sizes (Van Den Noortgate &
Onghena, 2003).

N ».D:
DCZM %)

i1y
where v; is the 1/c?0f D;. N is the number of studies included in the analyses.

Finally, D of each study and D, are converted into Hedges’ g.

g z(l‘m)*mndgc =(1‘m)*9 (8-9)

where g is the Hedges g effect size of an individual study. g. stand for the overall Hedges g
effect size. n,,, and n,, are the group sizes of men and women for each study. N,,and N,
represent the total number of men and women in the entire sample.
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A positive Hedges’ g indicates a literacy gender gap against women. The criteria for
effect sizes are accepted as very large (g > 1.00), large (1.00 > g > 0.66 ), moderate (0.65 >
g>0.36), trim (0.35>g >0.11), and minimal (g < 0.10) by Cohen (1988) and Hyde (2005).

6. Findings

6.1. Assessment of Publication Bias

Before estimating effect sizes, the author examined whether there was publication
bias by creating a funnel plot and applying Orwin’s fail-safe N to test. The plots are expected
to be shaped like funnels without publication bias. As the sample size increases, studies are
expected to converge symmetrically and more closely around the true mean. When the

funnel plot is analysed, it becomes evident that an almost symmetric inverted funnel shape
arises from the financial literacy gender variables data set (Figure 3).

Figure: 3
Funnel Plot for Financial Literacy in Terms of Gender Variables
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Furthermore, Orwin’s fail-safe N was applied to test statistically for publication bias.
The results with a trivial g set at 0.01 specify that 562 studies with 0-effect size are needed
to reduce the overall effect size to an insignificant level. Since the current meta-analysis
includes all the studies in Tiirkiye on FinLit with adequate data, it is impossible to reach an
additional 562. The results reveal a statistical indication of no publication bias in this meta-
analysis.

6.2. Heterogeneity Analyses

Q statistics with a p-value and I? index measures were used to evaluate the study’s
homogeneity estimates. It is found that the entire sample uncovered significant (Q =
3,323.59; p = 0.00) and high (12 = 0.95) heterogeneity in the effect sizes. Moreover, the
results indicate significant heterogeneities (p < 0.01) in the effect sizes with considerably
high 12 values (I? > 90%) for all of the FinLit dimensions and period samples (Table 3).

Table: 3
Heterogeneity Test Results
Sample Q p 1?
Overall 3,323.594* 0.000 0.945
2014-2019 1,434.633* 0.000 0.937
2020-2023 1,840.602* 0.000 0.950
Financial knowledge 944.663* 0.000 0.903
Financial attitude-behavior 2,335.395* 0.000 0.964

Q refers to the variation in study outcomes between studies.
p is the probability value.
12 is the percentage of variability in the effect size.

6.3. Effect Analyses

The fixed-effects and random-effects techniques were applied to determine the effect
sizes extracted from the studies of a FinLit gender gap presented and the between-study
variation, respectively. The effect sizes of individual studies range from g = -2.234to g =
3.684. The number of separate studies contributing to the overall average effect size in
favour of men with positive g values is 136. The number of negative g values favouring
women is 47. Test statistics show no substantively significant relationship between variables
in the two studies (Table 4).

Table: 4
Effect Size Statistics for Individual Studies
Code 95%-ClI Limits g P Code 95%-CI Limits g P
Lower Upper Lower Upper
2014-01 -0.509 -0.002 -0.256 0.048 2020-02 0.019 0.447 0.233 0.033
2014-02 -0.438 -0.003 -0.220 0.047 2020-03 0.066 0.457 0.262 0.009
2014-03 -0.084 0.378 0.147 0.211 2020-04 -0.540 1.319 0.390 0.411
2014-04 -0.083 0.130 0.024 0.664 2020-05 0.146 0.697 0.421 0.003
2015-01 -0.090 0.149 0.030 0.626 2020-06 -0.684 0.162 -0.261 0.227
2015-02 0.165 0.405 0.285 0.000 2020-07 -0.072 0.398 0.163 0.174
2015-03 -0.266 -0.081 -0.173 0.000 2020-08 -0.012 0.543 0.266 0.060
2015-04 -0.374 0.160 -0.107 0.432 2020-09 0.010 0.402 0.206 0.040
2015-05 -0.001 0.351 0.175 0.052 2020-10 -0.506 -0.179 -0.343 0.000
2015-06 -0.071 0.282 0.105 0.241 2020-11 0.275 0.778 0.527 0.000
2015-07 -0.409 -0.056 -0.233 0.010 2020-12 -0.094 0.197 0.052 0.486
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2015-08 -0.222 0.156 -0.033 0.734 2020-13 0.066 0.358 0.212 0.004
2015-09 -0.409 0.284 -0.062 0.723 2020-14 -0.795 0.092 -0.352 0.120
2015-10 -0.165 0.274 0.054 0.628 2020-15 -0.042 0.309 0.134 0.136
2015-11 -0.179 0.108 -0.036 0.628 2020-16 0.059 0.410 0.234 0.009
2015-12 -0.142 0.239 0.048 0.617 2020-17 -0.141 0.181 0.020 0.808
2016-01 0.057 0.423 0.240* 0.010 2020-18 -0.231 0.322 0.046 0.746
2016-02 -0.090 0.789 0.350 0.119 2020-19 0.190 0.584 0.387 0.000
2016-03 -0.135 0.266 0.066 0.522 2020-20 0.206 0.601 0.403 0.000
2016-04 -0.050 0.393 0.172 0.129 2020-21 0.073 0.306 0.190 0.001
2016-05 -0.360 0.042 -0.159 0.122 2020-22 -0.448 0.195 -0.127 0.441
2016-06 -0.214 0.115 -0.049 0.555 2020-23 -0.040 0.606 0.283 0.086
2016-07 -0.216 0.425 0.104 0.523 2020-24 -0.063 0.343 0.140 0.176
2016-08 -0.251 0.123 -0.064 0.504 2020-25 0.097 0.425 0.261 0.002
2016-09 -0.309 0.152 -0.079 0.504 2020-26 -0.280 0.310 0.015 0.921
2016-10 -0.335 0.161 -0.087 0.492 2020-27 -0.182 0.362 0.090 0.517
2016-11 -0.111 0.231 0.060 0.492 2021-01 -0.429 0.005 -0.212 0.056
2016-12 -0.040 0.166 0.063 0.230 2021-02 -0.427 0.216 -0.105 0.520
2016-13 -0.487 0.112 -0.188 0.220 2021-03 2.196 3.236 2.716 0.000
2017-01 0.098 1.232 0.665 0.022 2021-04 0.256 0.837 0.547 0.000
2017-02 -0.014 0.233 0.109 0.082 2021-05 -0.634 -0.104 -0.369 0.006
2017-03 0.202 0.450 0.326* 0.000 2021-06 1.567 2.043 1.805 0.000
2017-04 0.376 0.626 0.501* 0.000 2021-07 -0.131 0.269 0.069 0.499
2017-05 -0.407 0.046 -0.180 0.118 2021-08 -1.635 -0.910 -1.273 0.000
2017-06 -0.069 0.544 0.238 0.128 2021-09 -0.445 0.150 -0.147 0.332
2017-07 -0.147 0.689 0.271 0.204 2021-10 2.827 3.239 3.033 0.000
2017-08 -0.051 0.393 0.171 0.132 2021-11 0.231 0.515 0.373 0.000
2018-01 0.239 0.800 0.519* 0.000 2021-12 -0.196 0.629 0.216 0.304
2018-02 -0.307 0.138 -0.085 0.456 2021-13 -0.122 0.315 0.097 0.387
2018-03 -0.114 0.384 0.135 0.287 2021-14 0.165 0.613 0.389 0.001
2018-04 -0.240 0.494 0.127 0.497 2021-15 2.166 2.647 2.406 0.000
2018-05 0.102 0.462 0.282* 0.002 2021-16 0.549 0.968 0.759 0.000
2018-06 -0.169 0.523 0.177 0.316 2021-17 -0.363 0.147 -0.108 0.405
2018-07 -0.161 0.192 0.016 0.862 2021-18 0.183 0.699 0.441 0.001
2018-08 1.933 2.547 2.240 0.000 2021-19 -0.324 0.324 0.000 1.000
2018-09 0.138 0.579 0.359 0.001 2021-20 0.170 0.827 0.499 0.003
2018-10 -0.375 -0.021 -0.198 0.029 2021-21 -0.298 0.186 -0.056 0.652
2018-11 0.379 0.766 0.573* 0.000 2021-22 0.239 1.107 0.673 0.002
2018-12 -0.350 0.309 -0.020 0.904 2021-23 -0.124 0.127 0.001 0.983
2018-13 0.747 1.156 0.952 0.000 2021-24 -0.042 0.502 0.230 0.097
2018-14 0.183 0.623 0.403 0.000 2021-25 -0.015 0.459 0.222 0.066
2018-15 -0.031 0.429 0.199 0.090 2021-26 -0.573 -0.199 -0.386 0.000
2018-16 -0.583 0.030 -0.277 0.077 2021-27 -0.267 0.088 -0.089 0.324
2018-17 -0.001 0.369 0.184 0.051 2021-28 0.194 0.763 0.479 0.001
2018-18 -0.416 -0.048 -0.232 0.013 2021-29 0.136 0.406 0.271 0.000
2018-19 0.067 0.506 0.286 0.011 2022-01 -0.266 0.782 0.258 0.335
2019-01 -0.093 0.248 0.078 0.373 2022-02 -0.527 0.518 -0.005 0.986
2019-02 -0.563 -0.068 -0.315 0.012 2022-03 -0.746 -0.101 -0.424 0.010
2019-03 -0.233 0.137 -0.048 0.610 2022-04 -0.042 0.349 0.153 0.124
2019-04 -2.714 -1.754 -2.234 0.000 2022-05 0.003 0.401 0.202 0.047
2019-05 -0.809 -0.143 -0.476 0.005 2022-06 0.538 0.889 0.714 0.000
2019-06 -0.776 0.014 -0.381 0.059 2022-07 0.147 0.544 0.346 0.001
2019-07 0.232 0.589 0.411 0.000 2022-08 0.012 0.750 0.381 0.043
2019-08 0.213 0.511 0.362 0.000 2022-09 -0.005 0.437 0.216 0.056
2019-09 -0.472 0.009 -0.232 0.059 2022-10 -0.175 0.516 0.170 0.334
2019-10 3.388 3.980 3.684 0.000 2022-11 0.578 0.967 0.773 0.000
2019-11 -0.034 0.447 0.207 0.092 2022-12 0.574 1.003 0.788 0.000
2019-12 -0.015 0.508 0.247 0.065 2022-13 -0.225 0.224 0.000 0.998
2019-13 -0.175 0.237 0.031 0.769 2022-14 0.084 0.498 0.291 0.006
2019-14 0.090 0.611 0.351 0.008 2022-15 -0.026 0.368 0.171 0.089
2019-15 0.136 0.657 0.396 0.003 2022-16 -0.235 0.207 -0.014 0.901
2019-16 0.177 0.642 0.409 0.001 2022-17 -0.385 0.015 -0.185 0.069
2019-17 0.112 0.414 0.263 0.001 2022-18 -0.250 0.283 0.016 0.904
2019-18 0.413 0.884 0.648 0.000 2022-19 -0.014 0.554 0.270 0.062
2019-19 -0.116 0.406 0.145 0.277 2022-20 0.119 0.519 0.319 0.002
2019-20 0.178 0.486 0.332 0.000 2022-21 0.652 1.074 0.863 0.000
2019-21 0.033 0.207 0.120 0.007 2022-22 -0.106 0.295 0.094 0.356
2019-22 -0.052 0.400 0.174 0.131 2022-23 0.270 0.876 0.573 0.000
2019-23 0.119 0.462 0.290 0.001 2022-24 0.090 0.487 0.288 0.004
2019-24 -0.004 0.338 0.167 0.055 2023-01 -0.166 0.240 0.037 0.723
2019-25 0.078 0.386 0.232 0.003 2023-02 -0.067 0.339 0.136 0.189

113



Sarigiil, H. (2024), “Financial Literacy Gender Gap:
A Meta-Analysis”, Sosyoekonomi, 32(61), 97-123.

2019-26 0.092 0.440 0.266 0.003 2023-03 -0.502 0.063 -0.219 0.128
2019-27 0.143 0.501 0.322 0.000 2023-04 0.110 0.553 0.332 0.003
2019-28 0.206 0.684 0.445 0.000 2023-05 -0.012 0.430 0.209 0.064
2019-29 0.222 0.668 0.445 0.000 2023-06 0.311 0.661 0.486 0.000
2019-30 -0.776 -0.272 -0.524 0.000 2023-07 0.174 0.470 0.322 0.000
2019-31 0.311 0.779 0.545 0.000 2023-08 -0.119 0.668 0.275 0.171
2019-32 0.357 0.874 0.615 0.000 2023-09 0.025 0.429 0.227 0.027
2019-33 0.444 1.083 0.763 0.000 2023-10 0.063 0.467 0.265 0.010
2019-34 0.392 0.874 0.633 0.000 2023-11 -0.476 -0.013 -0.244 0.039
2019-35 -0.903 -0.437 -0.670 0.000 2023-12 0.606 1.641 1.123 0.000
2019-36 0.304 0.618 0.461 0.000 2023-13 -0.120 0.471 0.176 0.244
2020-01 0.031 0.378 0.205 0.021

Note: The table presenting the authors’ names and the characteristics of each study included in the meta-analysis is available upon request from the
author of this paper.

95%-Cl presents information about the precision of the effect size in the 95% confidence interval.

g stands for the Hedge's g statistic, which expresses the difference of the means in the pooled standard deviation units.

p is the probability value.

The full sample FinLit test results of the fixed-effects model, assuming no variation
between studies, are positive and statistically significant (95% Cl=[0.187, 0.217], g = 0.202,
p = 0.000). Then, the random-effects model was applied by removing the assumption of
variance in the model. The results indicate a positive and statistically significant effect size
(95% CI=[0.161, 0.290], g = 0.225, p = 0.000). Based on the general criteria (Cohen, 1988;
Hyde, 2005), the overall average of effect sizes g = 0.202 and g = 0.225 are characterised as
a statistically significant yet small effect against women for FinL.it (Table 5). A similar result
revealing a FinLit gender gap against women was obtained by Santini et al. (2019) from
their FinLit meta-analysis. Furthermore, the result of this meta-analysis is consistent with
many highly-cited individual studies in the literature, which found that the FinLit level of
women is significantly lower than men among young (Lusardi et al., 2010; Sekita, 2011)
and older people (Lusardi & Mitchell, 2008), within households (Fonseca at al., 2012),
widows or single people (Bucher-Koenen et al., 2017), throughout stock market participants
(Almenberg & Dreber, 2016), and in both developed and developing countries (Lusardi &
Mitchell, 2011).

To test the effect of possible moderators, we conducted sub-group analyses. The
publication years of the studies might have influenced the likelihood of revealing the FinLit
gender gap. In this respect, the 2014-2019 and the 2020-2023 periods were examined to
capture the historical changes in the effect sizes. The fixed-effects model outputs indicate
that the effect size of the 2014-2019 period (95% Cl=[0.251, 0.290], g = 0.269, p = 0.000)
is slightly lower than the 2020-2023 period (95% CI=[0.239, 0.285], g = 0.262, p = 0.000).
Similarly, random-effects model findings imply that studies in the 2020-2023 period
reported lower effect sizes on average (95% Cl= [0.260, 0.420], g = 0.339, p = 0.000) than
those in the 2014-2020 period (95% CI=[0.173, 0.378], g = 0.275, p = 0.000). However, the
results show that the FinLit gender gap against women is apparent and small in magnitude,
both in the 2014-2019 and 2020-2023 periods (Table 5).

Afterwards, we examined the influence of financial knowledge and attitude
dimensions on the overall effect size. The estimation results show that the association
between financial literacy and financial knowledge is more significant than those observed
for financial behaviour. Furthermore, both models' financial expertise and attitude-
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behaviour findings imply statistically significant and small effects on women. The effect
sizes of financial attitude-behaviour dimension according to fixed- and random-effects
models are g = 0.156 (95% Cl=[0.133, 0.179], p = 0.000) and g = 0.135 (95% CI=[0.069,
0.202], p = 0.000), respectively. The effect size of financial knowledge under the fixed-
effect model is g = 0.237 (95% CI= [0.217, 0.257], p = 0.000) in the fixed-effects model.
Based on the random-effect estimators, the effect size of the financial knowledge dimension
is revealed as g = 0.305 (95% CIl=[0.203, 0.408], p = 0.000).

Table: 5
Full Sample and Sub-group Effect Size Statistics

95%-CI Limits

Model Lower Upper 9 P
Full samole Fixed-effects 0.187 0.217 0.202 0.000
P Random-effects 0.161 0.290 0.225 0.000
Fixed-effects 0.251 0.290 0.269 0.000
2014-2019 Random-effects 0.260 0.420 0.339 0.000
Fixed-effects 0.239 0.285 0.262 0.000
2020-2023 Random-effects 0.173 0.378 0.275 0.000
Financial attitude-behavior Fixed-effects 0.133 0.179 0.156 0.000
Random-effects 0.069 0.202 0.135 0.000
Financial knowledge Fixed-effects 0.217 0.257 0.237 0.000
9 Random-effects 0.203 0.408 0.305 0.000

95%-ClI presents information about the precision of the effect size in the 95% confidence interval.
g stands for the Hedge's g statistic, which expresses the difference in the means in the pooled standard deviation units.
p is the probability value.

7. Conclusion

The current study re-examined the financial literacy gender gap in Tiirkiye using
meta-analysis methods. Firstly, a funnel plot was used to explore whether there was
publication bias, and it was determined that there was an almost symmetric inverted funnel
shape that arose from the financial literacy gender variables data set. Moreover, Orwin’s
fail-safe N was applied. Results revealed the statistical indication of no publication bias in
the meta-analysis. Q statistics with a p-value and I? index measures were used to examine
the homogeneity among the studies - a positive between-study variance uncovered
significantly high heterogeneity in the effect sizes.

Fixed- and random-effects models were applied to determine the effect sizes
extracted from the studies of a financial literacy gender gap and their between-study
variation. The results of both models indicated positive and statistically significant effect
sizes. Based on the general criteria, the overall average of effect sizes was characterised as
a statistically significant effect against women for financial literacy.

Furthermore, to test the moderation effect of financial knowledge and financial
attitude behaviour on the gender gap in financial literacy, we conducted a sub-group
analysis. The results imply that financial knowledge and attitude-behaviour positively
moderate the financial literacy gender gap against women. However, the impact of financial
knowledge on the overall effect size is higher than that observed for financial attitude
behaviour. This suggests that knowledge has a stronger effect on the gender gap in financial
literacy than attitude and behaviour. Moreover, the 2014-2019 and 2020-2023 periods were
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examined separately to obtain comparative findings. The results of both fixed- and random-
effects models show that studies in the 2020-2023 period reported lower effect sizes on
average than those in the 2014-2020 period. Although the effect size of the 2020-2023 period
is smaller than the 2014-2019 period, a financial literacy gender gap exists, favouring men
both in the 2014-2019 and the 2020-2023 periods.

Financial literacy has become one of the concepts shaping many countries' inclusive
growth policies and strategies. International organisations, especially the World Bank and
the OECD, publish much research and reports on financial literacy issues. They encourage
countries to attach importance to financial literacy, making it a public policy. Economic
empowerment of women is one of the major prerequisites for promoting an inclusive society.
Increasing the financial literacy level of women, who are presumed to be among the most
socially and economically disadvantaged groups, is essential to achieving this goal, as being
financially literate is critical to attaining financial security (Hasler & Lusardi, 2017). The
financial needs and resources of women differ from men in various ways. Women with a
longer average life expectancy are exposed to career interruptions more than men and
experience lower income. Without the participation of women in social, political, and
economic life, it is impossible to achieve sustainable development goals (UN, 2015). In this
framework, the Turkish government created the "Financial Access, Financial Education,
Financial Consumer Protection Strategy” in 2014, which aims to increase financial
awareness, financial literacy and financial inclusion in the country. Against this background,
the Financial Stability Committee of Turkiye prepared a Financial Education Action Plan
between 2014 and 2017, including target groups such as families and women. In this respect,
efforts have been made to design and implement formal and non-formal education and
lifelong learning programs. One institution that undertakes a mission to achieve the goals
above is the Central Bank of the Republic of Tiirkiye (CBRT). The CBRT aims to reach
various target groups within financial literacy and economic education activities called
“Economy for All”. Likewise, the Banks Association of Tiirkiye offers educational programs
for different occupational groups and individuals to contribute to increasing the level of
financial literacy in Tirkiye. Moreover, the K12 Skills Framework of Tiirkiye covers
financial literacy. In this context, the Republic of Tirkiye Ministry of National Education
conducts education and training activities to increase financial literacy in cooperation with
several institutions and organisations.

However, the effect size findings of this study revealing a gender gap a gender gap
against women raises the question as to whether these efforts in Tiirkiye are adequate,
efficient and equitable. Although the aforementioned financial education and training
programs play a pivotal role in supporting socially and economically disadvantaged groups
to gain the knowledge and skills needed to make wise financial decisions, they can’t erase
the effects of decades of structural inequalities in a short period. In this respect, policymakers
should put in more effort to improve financial literacy in general and that of women. National
organisations, including schools, employers, financial institutions, and community groups
are necessary for empowering women with the financial literacy skills they need. It is
necessary to review the course contents, especially social studies and mathematics, and to
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add finance-related topics to the curriculum, starting with primary education. Education and
training programs should be designed for women to affect their attitudes and behaviours to
achieve financial literacy and enhance financial knowledge. Furthermore, including
financial literacy as a separate course in higher education programs will reinforce the
knowledge and skills acquired in previous formal education and take financial literacy to an
advanced level. Raising teachers' awareness regarding the benefits of financial education to
society is necessary. More effective teaching and learning environments must be created to
impart financial skills and knowledge to female students. Teachers should strive to counter
the traditional perception of the role of women in the household and society regarding
financial issues. Although learning financial matters in the classroom is considered one of
the most effective ways to increase financial literacy to transform the knowledge acquired
at school into good financial behaviours and decision-making skills, female students,
especially, should be encouraged by their teachers to talk about financial issues with their
parents at home and to be involved in the family budget building processes. However, some
of the teachers' sufficiency in financial literacy concepts and the adequacy and quality of
teaching and learning resources related to the field are questionable. It should be ensured
that teachers have sufficient knowledge and resource equipment.

Women can be provided with sufficient financial literacy during their school years;
however, this situation may not last a lifetime. Some of today's financial management
elements and financial instruments and products (e.g., financial derivatives and hybrid
financial instruments) are more complicated than those decades ago, and they will likely
differ in the future from those of today. In this context, financial counselling should be
considered as a complement to financial education in terms of lifelong learning. In other
words, the author recommends a combination of financial education and financial
counselling to derive short-term and long-term benefits from financial literacy.

This study is limited by the investigation of the financial literacy gender gap in
Tiirkiye, cannot be generalised, and give implications for other countries or regions.
However, the findings are in line with many recent studies around the world, which find the
financial literacy gender gap favouring men. Although this research reveals a gender-based
financial literacy gap in Tirkiye, several variables that may explain the causes of the
financial literacy gender gap could not be included in the meta-analysis due to insufficient
data. Recognising why and when a gender gap in financial literacy arises is crucial for
developing policies that aim to increase women's financial literacy and reduce gender
inequalities. Moreover, continuity in monitoring and researching changes in practices and
traditions will contribute to obtaining more robust results and developing dynamic policies.
However, it is important to measure the financial literacy level of society across different
demographic characteristics before creating and implementing financial education policies
that will raise awareness, eliminate the gaps, and enhance financial literacy at all levels of
society. More research is needed to identify and understand this gap's causes and financial
implications.
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Abstract

The relationship between companies' environmental, social, and governance (ESG) data and
their financial performance is of significant interest. The primary aim of this study was to investigate
whether the ESG scores of companies in the BIST Sustainability Index impact their financial
performance. By analysing the relationship between ESG scores and financial performance indicators
of 26 companies, whose ESG scores were calculated by S&P Global for the period 2018-2022, using
the panel data analysis method, we found compelling results. ESG factors were found to have a
significant and positive effect on return on assets (ROA), return on equity (ROE), net profit margin
(NPM), and asset growth (AGR) but a negative effect on the market-to-book ratio (MBR).

Keywords . ESG, Sustainability, Financial Performance, Panel Data Analysis.
JEL Classification Codes:  M14, M40, M49.
Oz

Sirketlerin ESG verileri ile finansal performanslari iligkisi son zamanlarda literatiirde siklikla
aragtirilan konulardan biridir. Bu ¢alismada temel amag; giincel BIST Sirdiriilebilirlik Endeksi’nde
yer alan sirketlerin ESG skorlarinin finansal performanslar tizerinde etkisinin olup olmadigini test
etmektir. Bu amag dogrultusunda; S&P Global tarafindan ESG “skoru” hesaplanan 26 firmanin, 2018-
2022 donemindeki ESG skorlariyla finansal performans gostergeleri arasindaki iligki panel veri analizi
yontemiyle incelenmistir. Elde edilen sonuglar; ESG faktorlerinin; aktif karliligi (ROA), 6zsermaye

karlihigi (ROE), net kar marji (NPM), ve aktif bityiime (AGR) tizerinde pozitif yonli anlaml bir etki
ancak Piyasa Degeri/Defter Degeri (MBR) iizerinde negatif bir etkisi oldugunu gostermistir.

Anahtar Sozciikler . ESG, Siirdiiriilebilirlik, Finansal Performans, Panel Veri Analizi.
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1. Introduction

Today, the number of conscious consumers is increasing exponentially with the
contribution of communication technologies, which puts pressure on companies'
responsibility based on environmental and social sensitivity. Because stakeholders want to
know the frequency and content of voluntary initiatives and operations that support company
activities, all financial or non-financial business information is constantly requested by
groups such as consumers, non-governmental organisations, media organisations, investors,
or shareholders. Moreover, conflicts between countries, global economic recession,
corruption scandals in companies, global warming, environmental problems, and the climate
crisis create an obligation for companies to provide specific generally accepted reports,
taking into account stakeholder demands. Therefore, how sustainability activities within
corporate social responsibility are carried out becomes one of the most critical issues for
companies.

The concept of ESG has been created to evaluate sustainability-related activities,
especially those based on environment, social responsibility, and governance. ESG is used
intensively to evaluate activities that are difficult to measure, and it has a decisive role in
stakeholders' financial decision-making for companies.

The uncertain conditions that have emerged due to the pandemic process and global
financial crises in recent years compel companies to be closer to sustainability. Besides, ESG
has many benefits, such as contributing to corporate communication, protecting stakeholder
rights, increasing business value, facilitating the opportunity to compare with other
companies, and reducing risk perception. In this sense, sustainability activities play a crucial
role in the success of companies, and the impact of new reporting and business models, such
as ESG, on companies is gaining importance.

Accordingly, the main objective of this study is to determine whether there is any
relationship between ESG scores, which have recently become of great importance for
companies, and their financial performance and to choose the level and direction of this
relationship. In this context, an application was made on the companies included in the
Sustainability Index operating in Borsa Istanbul. Since the continuity of the ESG
performance data is important in making a healthy contribution to the literature, the BIST
Sustainability Index was specifically selected as the sample. The study's contribution to the
literature is to “provide information that helps critical decisions to be taken by both company
managers and investors according to the shape of the relationship between companies' ESG
scores and financial performance”.

In this context, the present study, which first includes the conceptual framework and
a broad literature review, analyses whether the ESG scores of 26 companies in the BIST
Sustainability Index impact financial performance between 2018 and 2022. Then, the
findings obtained with the panel data method used in the study are presented
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comprehensively through tables, followed by a discussion of the results and
recommendations.

2. Conceptual Framework

Information on the environmental (E), social (S), and governance (G) quality of
companies is abbreviated using the term ESG. Each of the three headings in this term
consists of distinct subtopics (Clark & Viehs, 2014: 3). Basically, the origin of the ESG
concept is based on the issue of Socially Responsible Investors (SRI). The SRI is a broad
investment concept that considers not only the economic aspects of companies but also the
environmental, social, and governance aspects (Staub-Bisang, 2012). ESG is defined as a
broad set of three central factors that measure sustainability: managing business strategy and
creating added value in the long term (Nasdag, 2019).

Since the negative effects of climate change have started to threaten countries
worldwide, the need to manage environmental risks and the increase in the importance given
to ethics, transparency, and security have caused ESG elements to be considered more
recently (Legal, 2023). In addition to these, financial crises and accounting and auditing
scandals have unfortunately created a prejudice in the public opinion against financial
reporting by companies. This situation must be clarified for many issues, such as
transparency, reliability, quality, timing, and data accuracy. Companies have found the
solution by openly sharing all financial and non-financial data with stakeholder groups
(Raimo et al., 2021: 1412). Such an environment has paved the way for companies to attach
more importance to ESG disclosures. ESG, which has existed in theory for many years but
has not found much application area and can be evaluated based on corporate governance
understanding, has started to be seen as an important factor that can help solve problems
such as insecurity or uncertainty (Seker & Sengiir, 2022: 3).

ESG, which can also be defined as incorporating environmental, social, and
governance issues into business models, clearly includes corporate governance within its
scope. ESG practices play a significant role in the diversified information demands of
stakeholders trying to access information with the developing technology. This situation is
because such practices are a corporate governance approach that shows that companies act
sensitively and responsibly towards their stakeholders (Atasel & Giineysu, 2023: 189).

In today's rapidly changing conditions, paying attention to ESG practices is critical
for companies to have a long-term competitive advantage. This situation is also valid for
stakeholder groups with which companies have mutual relations. For instance, investors
expect companies with investment relationships to approach ESG policies proactively. Only
then can good public relations be created (Legal, 2023).

ESG data consists of three sub-dimensions: environmental, social, and governance.
The environmental dimension consists of the quality of environmental practices, such as
introducing environmental management systems, reducing environmental pollution,
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minimising carbon emissions, and measures for resource utilisation. Another sub-dimension,
the social dimension, consists of human rights policies, labour, product and community
responsibility, and the availability of some worker safety policies. On the other hand, the
governance dimension includes various issues such as executive compensation, the structure
of the organisation's management board, defences against purchase and takeover, and
shareholder and corporate social responsibility strategies (Clark & Viehs, 2014: 3).

ESG guides companies to assess risks and opportunities through its operational
impact on environmental, social, and governance issues. Environmental factors include air,
water, or soil pollution, climate impact, carbon footprint, and energy use. Social factors
include implications for all stakeholders, including the satisfaction, reputation, and privacy
of customers, employees, or suppliers and issues such as diversity, equality, and inclusion.
Governance factors include financial reporting, fraud prevention, wage transparency, and
general labour agreements (Legal, 2023). Among the mentioned sub-dimensions of ESG,
governance is the most important one. While the importance of environmental and social
risks may vary by sector, governance risk is specific to companies (Broadstock et al., 2021).

Strong ESG practices provide many benefits to companies. It is possible to list them
as follows (Legal, 2023):

Helping increase the liquidity of company shares.

Paving the way for competitive values against other competitors in the sector.
Ensuring companies are resilient to activist interventions.

Companies become experts in attracting and retaining the best talent.

Investors of companies that attach importance to ESG practices also support
strengthening the company in the long term.

In addition to the benefits listed, ESG practices contribute to the prevention of
environmental pollution at the macro level, especially nationwide, and help create a
protective shield against climate change that harms the national economy.

The most fundamental feature of ESG data is that it can benefit companies and society
simultaneously. ESG investments help companies to reduce costs and increase revenues.
Developing and encouraging cooperation between companies creates an advantage over
competitors (Korwatanasakul, 2020). In addition, it enables companies to be
comprehensively investigated and their activities to be rated by expert rating agencies. The
most important of these rating agencies are expert organisations such as “Thamson Reuters'
ASSET4”, “Ethical Investment Research and Information Service (EIRIS)”, and
“Sustainability Asset Management (SAM)”, which thoroughly evaluate the ESG activities
of companies (Dorfleitner et al., 2015).

ESG is a type of report that examines the environmental impact, social practices,
governance criteria, and related performance of companies and organisations. These reports,
considered multidimensional statements, are important in creating investors' perceptions of
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companies' success. They are essential for publicly traded and internationally operating
companies (Ecobuild, 2023).

ESG is a comprehensive report that includes how companies invest in practices
related to 10 main topics, consisting of 186 sub-categories and three main categories: social,
environmental, and governance. The ESG score obtained based on these reports is an
indicator that explains the data related to companies' sustainable performance goals. ESG
scores are presented as numbers (0-100) and letters (D-, A+) by calculating the data obtained
from different sources with formulas for specific parameters. Certain percentiles have been
determined for indicators within the ten main themes within the environmental, social, and
governance categories. According to these percentiles, both individual ESG scores and the
overall ESG score can be calculated if necessary (Sisman & Cankaya, 2021).

Financial performance, which constitutes another part of the study, provides a holistic
perspective on the performance of companies (Coskun, 2007). Financial performance is
using company resources effectively, acting according to objectives, and producing valuable
outputs for stakeholders (Ranjbar et al., 2017). Financial performance analysis is crucial in
evaluating past strategic decisions and alternatives (Easton et al. 2018). Although financial
performance measurement methods are classified differently, the most commonly used
classification is in three groups. These are (Kaya, 2022):

e Traditional (accounting-based) measurement methods (Ratio analysis, DuPont
analysis),

o Market-based measurement methods (Tobin's Q, MBR, price/earnings),

¢ Value-based measurement methods (EVA-economic value-added, MVA-market
value-added, CVA-cash value-added, SVA-shareholder value-added, WACC-
weighted average cost of capital).

It is known that many factors generally affect the financial performance of
companies. The relationship between financial and non-financial information disclosures
and financial performance in companies attracts the attention of business management and
parties who are in a relationship with the company (Atasel & Giineysu, 2023: 190). An
important indicator that can be counted among financial performance indicators is
profitability. ROA, ROE, NPM, MBR, and AGR are among the ratios that are prioritised in
measuring companies' financial performance. Moreover, it is also possible to measure the
relationship between ESG scores and financial performance by using the profitability
indicators of companies in the analysis.

Investors have recently recognised that ESG factors are important indicators for
company valuation, risk management, and even compliance with legal regulations. For this
reason, companies' importance to ESG reporting and their investments in the issues included
in the report significantly affect their favorability among investors (Sisman & Cankaya,
2021). Therefore, ESG performance and the financial performance of companies act in a
mutually dynamic relationship.
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3. Literature Review

In the literature review, it was realised that the most researched questions recently
are “How do ESG scores affect the financial performance of companies or How does
financial performance affect ESG scores?”. The literature studies use companies' ESG scores
as the independent variable and ROA, ROE, MBR, and EBIT ratios representing financial
performance as dependent variables. The studies are generally conducted using panel data
analysis and regression analysis. The results obtained for the relationship between ESG score
and financial performance vary from significant and positive to negative and insignificant.
These studies are summarised below.

In some of the studies in the literature, it has been stated that there is a significant and
positive relationship between ESG scores and the financial performance of companies. Some
of these studies are as follows:

Peiro et al. (2013) analysed the relationship between ESG score and financial
performance with ANOVA in their study. In the survey, ROA, revenue per employee,
earnings before interest and tax, cash flow per share, and net current assets were used as
dependent variables, while ESG scores were used as independent variables. As a result,
according to ESG scores, US firms selected from the bottom 25% of their sectors performed
better than firms selected from the top 25% of their sectors.

Ortas et al. (2015) investigated the impact of companies' commitment to the United
Nations Global Compact (UNGC) on ESG scores and financial results. The panel data
analysis used ROA and Tobin's Q as dependent variables, while ESG scores were considered
independent variables. The study concluded that ESG performance significantly impacted
financial performance”.

In the study conducted by Giannarakis et al. (2016), ESG score was used as the
independent variable, while ROA was used as the dependent variable. Using panel
regression analysis, the study determined that socially responsible enterprises positively
impacted financial performance.

Li et al. (2018) tested the effect of ESG scores and CEO power on firm value with
panel data analysis. ROA and Tobin's Q were used as dependent variables, while ESG
overall score and CEO power were used as independent variables. The study concluded that
there was a positive relationship between ESG score and firm value.

Zhao et al. (2018) investigated the impact of ESG data on financial performance with
panel data analysis. They used return on capital employed (ROCE) as the dependent
variable, ESG overall score as the independent variable, and total assets (TA) and leverage
ratio as control variables. They concluded that good ESG performance could improve
financial performance.
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Diizer and Once (2018) examined the effect of sustainability information level on
firms' financial performance with panel regression analysis. The study used ESG
performance as the independent variable, while ROA, ROE, MBR, and P/E ratio were used
as the dependent variables to represent financial performance. As a result of the study,
environmental performance had a positive effect on ROA and ROE, and social performance
had a positive impact on ROA.

Minutolo et al. (2019) used panel data analysis to determine the impact of ESG data
on companies' financial performance. The study used Tobin's Q and ROA as dependent
variables, while the ESG overall score was considered independent. Debt/assets, firm size,
firm age, sales, and number of employees were used as control variables. The study
concluded that ESG positively affected Tobin's Q and ROA.

Alareeni and Hamdan (2020) investigated the relationship between ESG score and
financial performance with regression analysis, using ROA, ROE, and Tobin's Q ratios as
financial indicators. The control variables were financial leverage, firm size, and asset
turnover. The results showed that ESG disclosures positively affect financial performance.

Ting et al. (2020) determined the relationship between ESG and firm performance
with regression analysis. Tobin's Q, ROE, and P/E ratios represent financial performance.
As a result, it was determined that ESG disclosures positively affected financial
performance.

Zhang and Lucey (2022) established an econometric model for the relationship
between ESG scores and company financial performance, using ROA and sustainability
investments as variables. They determined that ESG performance significantly and
positively affected firm performance.

Dogan et al. (2022) conducted a linear regression analysis using ROE for financial
performance and Tobin's Q ratio as a proxy for firm value. They stated that ESG total scores
and sub-dimensions positively and significantly affected firm profitability and value.

Erben Yavuz (2023) used ROA as a profitability indicator and firm size and leverage
ratio as control variables. According to the panel data results, a significant and positive
relationship was determined between the ESG scores of the analysed firms and firm
profitability.

Karyagd: and Sit (2023) investigated the impact of ESG performance on firms' cost
of capital and financial performance. The study's independent variable was ESG
performance; the dependent variables were ROA, MBR, and financial expenses/net sales.
As a result of the dynamic panel data analysis, it was observed that the ESG performance of
the analysed firms has a positive effect, especially on ROA.

Korkmaz and Nur (2023) investigated the relationship between ESG scores of banks
operating in the BIST Bank Index and corporate performance. ROA was selected as the
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financial performance indicator, and ESG scores were chosen as the independent variable.
Panel data analysis was conducted for the study. As a result, it was determined that there
was a statistically significant and positive relationship between ESG scores and company
performance.

In the literature, some studies support the view that ESG practices adversely affect
financial performance. There is no significant relationship or both. Some of these are listed
below.

Nollet et al. (2016) used individual and overall ESG scores as independent variables
and ROE as dependent variables. The results show a negative relationship between ESG data
and corporate social performance.

Atan et al. (2018) determined the impact of ESG factors on financial performance
with panel data analysis. The dependent variable in the study was ROE, Tobin's Q, and
WACC, while the independent variable was ESG overall score and sub-scores. Firm size
and leverage ratio were also used as control variables. As a result of the study, it was
determined that there was no significant relationship between individual and combined ESG
factors, firm profitability, and firm value.

Ahlklo and Lind (2019) investigated the relationship between ESG scores and
financial performance. ROA, Tobin's Q, and stock return were used as dependent variables,
while ESG overall score and sub-scores were used as independent variables. Moreover, Beta,
leverage ratio, firm size, R&D intensity, and dummy variables were used as control
variables. The results show no significant relationship between ESG score and financial
performance.

With panel data analysis, Sjogren and Wickstrom (2019) examined the relationship
between ESG rating and financial performance. Company annual revenue change was the
dependent variable, ESG ratings were the independent variables, and firm size, economic
resources, and financial leverage were the control variables. As a result, they determined a
negative relationship between ESG and financial performance.

Velte (2019) examined the impact of ESG data on accrual-based and actual earnings
management with correlation analysis. As a result, a bidirectional relationship was
determined between ESG performance and earnings management.

Kuiper and Galzev (2020) used correlation analysis to determine the impact of ESG
data on stock prices. The results showed no relationship between ESG rating changes and
abnormal returns.

Houge et al. (2020) investigated the impact of companies' total ESG scores on the
cost of debt (COD). They determined a significant negative relationship between total ESG
performance and firms' COD.
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Duque-Grisales and Aguilera-Caracuel (2021) used panel data analysis to test
whether companies' financial performance was related to ESG scores. They determined a
statistically significant negative relationship between ESG score and financial performance.

Akyildirim et al. (2022) examined how ESG news was perceived by the market and
the event study algorithm in which this information was transferred to stocks. They obtained
results showing that negative ESG news only generated abnormal returns for companies
close to 10%.

In light of the literature review, it is difficult to say that there is a consensus on the
subject, and it is seen that different results are obtained for other sectors. The results of the
present study show that ESG factors have a significant and positive effect on ROA, ROE,
NPM, and AGR. However, ESG scores have a negative impact on MBR, indicating that
ESG scores tend to decrease the MBR. Therefore, the results of this study are in line with
the majority of the studies mentioned in the literature (Peiro et al., 2013; Friede et al., 2015;
Ortas et al., 2015; Giannarakis et al., 2016; Li et al., 2018; Zhao et al., 2018; Minutolo et al.,
2019; Ting et al., 2020; Zhang & Lucey, 2020; Dogan et al., 2023).

This study examines the impact of ESG scores on the financial performance of
companies in the BIST Sustainability Index, which includes Tiirkiye's leading companies.
The relationship between ESG scores calculated by S&P Global and companies' financial
performance indicators for 2018-2022 is analysed using panel data analysis. The results,
slightly different from the primary studies, explain the impact of ESG factors on key
financial indicators and provide detailed information on the direction and intensity of this
impact. The study contributes to understanding the complex, multifaceted relationship
between sustainability performance and the financial performance of companies.

4. Data and Methodology

The study's main objective was to examine the impact of the ESG scores of 26
companies in the BIST Sustainability Index on their financial performance over the same
period between 2018 and 2022. The study was conducted using the panel data analysis
method. S&P Global started recording publicly available ESG scores in 2017. However, in
this study, we could access the complete data of only 26 companies in the BIST
Sustainability Index for 2018-2022. The companies' ESG scores were obtained from the
S&P Global website, while financial data were obtained from the Finnet database.

S&P Global is a system that evaluates the ESG performance of more than 10,000
companies worldwide. Separate scores are calculated for each dimension, and a weighted
average of these scores is used to create a total score. Furthermore, sector-specific criteria
are also taken into account in the scoring. The total ESG score ranges from 0 to 100, with
100 representing the best performance. S&P Global determines unique scores for each sector
using information points ranging from 600-1000 and ultimately calculates an ESG score for
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each company. These scores assess and compare companies' sustainability performance
(S&P Global, 2022).

Table 1 shows the ESG scores of the 26 companies in the analysis by sector.

Table: 1
Sectors and Average ESG Scores
Sector Mean ESG Score Number of Companies
Manufacturing Industry 26.72 10
Banking 38.36 6
Wholesale and Retail 21.26 3
Technology, Information, and Communication 22.93 3
Financial Institutions 3241 1
Electricity, Gas, and Water 29.23 1
Transportation and Warehousing 37.85 1
Holdings and Investment Companies 36.63 1

According to Table 1, the number of firms with ESG scores is highest in the
manufacturing industry sector. The banking sector has the highest average ESG score, while
the wholesale and retail sectors have the lowest average ESG score.

The banking sector's high ESG scores may be due to its strict regulations and
disciplined practices. On the other hand, the wholesale and retail sectors are less regulated
and less experienced in social responsibility, which may explain their low ESG scores.
Sectoral ESG score differences result from factors such as regulatory pressure, operational
risks, social responsibility requirements, consumer and investor expectations, public
perception, and innovation capacity. This situation explains the better or worse ESG
performance of companies in some sectors compared to others.

Table 2 below gives the variables used to measure financial performance in testing
the impact of ESG scores on companies' financial performance.

Table: 2
Definitions of Variables
Variable Definition Abbreviation
ESG score ESG score ESG
Return on assets Net Profit/Total Assets ROA
Return on equity Net Profit/ Equity ROE
Net profit margin Net Profit / Net Sales NPM
Market-to-book ratio Market-to-book ratio MBR
Asset growth Percentage change in asset size AGR

Below are the equations of the model, which test the relationship between financial
performance ratios and ESG scores.

Model 1: ROAit= B1+ B2ROA:t1 + B3.ESGit
Model 2: ROEi; = 1+ B2.ROEit1 + B3 ESGit
Model 3: NPMit = B1+ B2.NPMit1 + B3 ESGit
Model 4: MBR it = 1+ 2MBRit1 + B3.ESGit
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Model 5: AGR = 1+ B2 AGRit1 + B3 ESGit

i =1,2,...n number of firms,

t=1,2,...t number of periods

B1 = constant term, B2 and P23 = regression coefficients.
i=1,2,...n =26, number of firms

t=1,2,3, t =5 (2018-2022), number of periods

it-1: one lag of the variable rate

n x t =26 x 5 =130 indicates the number of observations for each variable.

In line with the purpose of the research, the data obtained by collecting the companies'
data were organised in the Microsoft Excel program and made ready for analysis. It was then
analysed using Eviews and Python programs. Descriptive statistics, horizontal cross-
sectional dependencies, correlation matrix, causality analysis, and dynamic panel data
analysis GMM techniques were used to achieve the research purpose.

The dynamic panel data analysis method is beneficial for solving endogeneity
problems and testing the exogeneity of explanatory variables (Akyol, 2020). The dynamic
GMM technique was first proposed by Arellano and Bond (1991) using the first difference
estimator. However, Blundell and Bond (1998) have improved this approach, integrating the
level and first difference series as tools to obtain the system GMM estimator (Ganda, 2019).
This study uses the System Generalized Moments Estimator (System GMM) developed by
Arellano and Bover (1995) and Blundell and Bond (1998). Compared to the Difference
GMM, the System GMM method solves the endogeneity problem of the lagged variable to
a significant extent and provides more consistent and efficient forecasts (Wang et al., 2022).

To avoid potentially expected endogeneity problems in the analysis, the Two-Stage
System GMM approach is used. To determine the method's accuracy, the study should apply
some tests. To estimate whether autocorrelation exists, the autocorrelation test results
proposed by Arellano and Bond are examined (Albayrak & Akyol, 2020). For the results in
the model to be accurate, the AR (2) probability value should be greater than 0.05 (Cestepe
et al., 2020). In addition, the Hansen test is also used in such studies to detect and ensure the
presence of instrumental variables (Agazade et al., 2017). The findings obtained as a result
of the analyses are interpreted.

5. Findings

This section of the study presents the findings obtained from the analysis and
interpretation. Table 3 below presents descriptive statistics for the variables used in the
analysis covering the 2018-2022 period.
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Table: 3
Descriptive Statistics of Variables
Variable Mean Median Standard Deviation
ROA 7.855 5.950 8.760
ROE 27.186 22.925 47.649
NPM 14.099 9.735 14.545
MBR 4.808 1.555 22.013
AGR 40.549 35.275 27.826
ESG 29.500 25.510 17.971

According to Table 3, the mean value of ROA is 7.855, and the median value is 5.950
for all companies in the sample. The mean value for ROE is 27.186, and the median value
is 22.925. For NPM, the mean value is 14.099, with a median of 9.735. The mean value is
4.808, with a median of 1.555 for MBR, and the mean value is 40.549, with a median of
35.275 for AGR. Moreover, the ESG score has a mean of 29.500 and a median of 25.510.

To determine the existence of long-run relationships in panel studies, it is important
to examine the horizontal cross-sectional dependence between variables to obtain more
reliable results. Ignoring horizontal cross-section dependence means that estimations using
traditional panel estimators may produce misleading or even inconsistent parameters
(Kiigiikaksoy and Akalin 2017). Therefore, the variables need to be tested for horizontal
cross-section dependence. The hypotheses of the test are formulated as follows:

Ho: No horizontal cross-section dependence.

Ha: There is horizontal cross-section dependence.

When the probability value to be obtained as a result of the test is less than 0.05, the
hypothesis Ho is rejected at a 5% significance level, and it was concluded that there is
horizontal cross-section dependence among the units forming the panel (Pesaran et al.,
2008).

Table: 4
Horizontal Cross-Section Dependence Test Results

t-statistic

Test ROA ROE NPM MBR AGR ESG

Breusch-Pagan LM 645.013* 641.430* 586.676* 553.225* 545.300* 1173.265*
Pesaran scaled LM 12.551* 12.411* 10.263* 8.951* 8.640* 3.271*
Pesaran CD 13.812* 13.464* 11.100* 9.955* 18.838* 33.063*

Notes: * indicates horizontal cross-section dependence.

Among the horizontal cross-section dependence test statistics, Breush Pagan LM and
Peseran scaled LM tests are used when T>N, while Peseran CD is used when N>T. The
present study considered Peseran CD test results since N=26 T=5, i.e. N>T. In this test,
hypothesis Hq states no horizontal cross-sectional dependence between units, while the
alternative hypothesis H1 states horizontal cross-sectional dependence between units. As
seen in Table 4, the null hypothesis is rejected for all series, and it was concluded that there
is horizontal cross-section dependence between units.
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Table: 5
Correlation Matrix
ROA ROE NPM MBR AGR ESG
ROA 1 0.501914 0.074183 -0.066952 0.351111 -0.032604
ROE 0.501914 1 0.125943 -0.373508 0.201418 0.032102
NPM 0.074183 0.125943 1 -0.135786 0.099261 0.427518
MBR -0.066952 -0.373508 -0.135786 1 -0.069217 -0.054105
AGR 0.351111 0.201418 0.099261 -0.069217 1 0.179369
ESG -0.032604 0.032102 0.427518 -0.054105 0.179369 1

According to the correlation matrix in Table 6, a moderate positive correlation exists
between ROA and ROE (0.501914), which implies that as companies' ROA increases, their
ROE generally increases. The low positive and negative correlations between ROA and
NPM (0.074183) and MBR (-0.066952) indicate that these variables do not have strong
relationships. The low positive correlation of ROA with AGR (0.351111) indicates that an
increase in the percentage of asset financing may positively affect ROA. Moreover, there is
a slight negative correlation between ROA and ESG scores (-0.032604), but this relationship
may be statistically insignificant. On the other hand, the moderately positive correlation
between ESG scores and NPM (0.427518) indicates that companies with high ESG
performance generally have better NPM, highlighting the potential positive impact of ESG
on financial performance for investors and stakeholders.

Table: 6
Granger Causality Test (Wald Test) Results

Dependent Variable ROA

EsG | 5%T0§g3 } dzf } 0?6(5’2'* ESG scores are a Granger cause of ROA.
Dependent Variable: ROE

ESG ‘ 4(1;'6‘8122 } t;f } grf[;JG ESG scores are not a Granger cause of ROE.
Dependent Variable: NPM

ESG l(zj'jllﬁgl ‘ d; ‘ (F;roog - ESG scores are a Granger cause of NPM.
Dependent Variable MBR

ESG ‘ 0(;2'52?9 } t;f } ngg ESG scores are not a Granger cause of MBR.
Dependent Variable: AGR

ESG_| 6(:7'2;2326 } dzf } UF.)(;gE? ESG scores are a Granger cause of AGR.

*, **_ and *** are significant at 1%, 5%, and 10% significance levels, respectively.
df: denotes the lag length.

In this study, Emirmahmutoglu and Kose (2011) panel causality test is utilised to
examine the causality relationship between variables. The test is a simple Granger causality
test. The advantage of this test is that it can be used in heterogeneous panel data sets when
there is horizontal cross-section dependence and no cointegration relationship between the
series (Altiner, 2019; Acaravcl & Erdogan, 2017). Another recent study in the literature is
Juadis et al. (2021). This study proposes a new approach to test Granger causality in
heterogeneous panels. The Juodis et al. (2021) test can be used for large values of N and
works best when N is the same as or larger than T (Nazlioglu & Karul, 2023).
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According to the results of the Granger Causality Test in Table 7, ESG scores have a
statistically significant causal effect on ROA, NPM, and AGR. These results indicate that
ESG performance impacts companies' financial performance indicators over time. On the
other hand, ESG scores have no significant causal effect on ROE and MBR. In the Granger
Causality Test, the “df” value indicates the number of lags used in the model. The df value
next to each chi-square statistic indicates the lags of the independent variables used in each

test.

Table: 7

GMM (Generalized Method of Moments) Test Results

Dependent Variable ROA

Independent Variables Coefficient Test Statistic P-Probability Value
ROA(-1) -0.145214 -0.599978 0.551

ESG 0.166031 2.690697 0.01*

Other Tests Required for the Model Test Statistic P-Probability Value
Wald Test (32) 2.690697 0.00*
Hansen Test 8.824110 0.116
Avrellano-Bond Autocorrelation Test AR(1) -0.757243 0.448
Avrellano-Bond Autocorrelation Test AR(2) -1.297063 0.194
Dependent Variable: ROE

Independent Variables Coefficient Test Statistic P-Probability Value
ROE(-1) -0.223885 -2.447598 0.02**

ESG 1.036332 2.817656 0.00*

Other Tests Required for the Model Test Statistic P-Probability Value
Wald Test (x2) 2.817656 0.00*
Hansen Test 7.405208 0.192
Avrellano-Bond Autocorrelation Test AR(1) -1.991832 0.04**
Avrellano-Bond Autocorrelation Test AR(2) -0.830559 0.406
Dependent Variable: NPM

Independent Variables Coefficient Test Statistic P-Probability Value
NPM(-1) 0.463621 0.954577 0.34

ESG 0.233984 2.442805 0.01*

Other Tests Required for the Model Test Statistic P-Probability Value
Wald Test (x2) 2.442805 0.00*
Hansen Test 6.133122 0.293
Arellano-Bond Autocorrelation Test AR(1) -1.101692 0.270
Avrellano-Bond Autocorrelation Test AR(2) 0.893762 0.371
Dependent Variable MBR

Independent Variables Coefficient Test Statistic P-Probability Value
MBR(-1) -0.093963 -0.595636 0.550

ESG -0.966368 -2.024799 0.04**
Other Tests Required for the Model Test Statistic P-Probability Value
Wald Test (32) -0.792986 0.431
Hansen Test 8.609101 0.125
Arellano-Bond Autocorrelation Test AR(1) -1.001464 0.316
Avrellano-Bond Autocorrelation Test AR(2) -1.039714 0.298
Dependent Variable: AGR

Independent Variables Coefficient Test Statistic P-Probability Value
AGR(-1) -0.086506 -0.412228 0.6837

ESG 1.883489 6.733768 0.00*

Other Tests Required for the Model Test Statistic P-Probability Value
Wald Test (32) 6.733768 0.00*
Hansen Test 7.546365 0.183
Arellano-Bond Autocorrelation Test AR(1) -2.854584 0.00*
Arellano-Bond Autocorrelation Test AR(2) 0.583686 0.559

According to the results of the GMM analysis in Table 8, the values of the dependent
variable ROA in the previous period (ROA[-1]) have a statistically insignificant and
negative effect on the current ROA (-0.145214 coefficient, -0.599978 test statistic, 0.551 p-
value). However, ESG factors have a positive and statistically significant impact on ROA
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(0.166031 coefficient, 2.690697 test statistic, 0.01 p-value). The Wald Test (¥2) confirms
the model's overall validity with a p-value of 0.00, while the Hansen Test shows no over-
specification problem (8.824110 test statistic, 0.116 p-value). The Arellano-Bond
Autocorrelation Tests AR(1) and AR(2) show that there is no autocorrelation in the model
(-0.757243 and -1.297063 test statistics, p-values of 0.448 and 0.194, respectively). These
findings suggest that ESG positively affects ROA and that the model is generally valid and
has appropriate instruments.

The values of ROE in the previous period (ROE(-1)) have a statistically significant
negative effect on ROE in the current period (-0.223885 coefficient, -2.447598 test statistic,
0.02 p-value). ESG has a strong and positive impact on ROE (coefficient 1.036332, test
statistic 2.817656, p-value 0.00), indicating that ESG factors significantly impact ROE. The
overall model is statistically significant using the Wald Test (32) (2.817656 test statistic, p-
value of 0.00). The Hansen test shows that the instruments used and the model's over-
specification restrictions are acceptable (test statistic 7.405208, p-value 0.192). However,
the Arellano-Bond Autocorrelation test reveals statistically significant first-order
autocorrelation in the AR(1) model (-1.991832 test statistic, 0.04 p-value). However, the
AR(2) test indicates that second-order autocorrelation is not a problem (-0.830559 test
statistic, 0.406 p-value).

The relationship between the value of NPM in the previous period (NPM(-1)),
another dependent variable, and the current period is positive (0.463621 coefficient).
However, this relationship is not statistically significant (0.954577 test statistic and 0.34 p-
value). On the other hand, ESG has a positive and statistically significant effect on NPM
(0.233984 coefficient, 2.442805 test statistic, and 0.01 p-value). The overall validity of the
model is confirmed by the Wald Test (test statistic of 2.442805 and p-value of 0.00),
indicating that the model is appropriate. The Hansen test reveals no over-specification
problem in the model (test statistic of 6.133122 and p-value of 0.293). The Arellano-Bond
Autocorrelation Test shows that first and second-order autocorrelation is not a problem in
the AR(1) and AR(2) models (test statistics of -1.101692 and 0.893762, p-values of 0.270
and 0.371, respectively). Overall, these results suggest that ESG factors have a significant
impact on NPM, but past NPM values do not have a significant effect on current values. It
shows that the overall structure of the model is valid.

The effect of another dependent variable, MBR, on the value of MBR in the previous
period (MBR(-1)) is negative (-0.093963 coefficient), but this relationship is not statistically
significant (-0.595636 test statistic and 0.550 p-value). The impact of ESG factors on MBR
is negative (-0.966368 coefficient) and statistically significant (-2.024799 test statistic and
0.04 p-value), indicating that ESG factors tend to reduce MBR. Among the other tests
required for the model, the Wald Test (x2) has a test statistic of -0.792986 and a p-value of
0.431, indicating that the model is insignificant overall. The Wald test reveals the general
validity of the model. The Hansen test examines the appropriateness of the model's over-
specification constraints, and the test statistic of 8.609101 and p-value of 0.125 indicate no
over-specification problem. The Arellano-Bond Autocorrelation test shows that first and
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second-order autocorrelation is not a problem in the AR(1) and AR(2) models (test statistics
-1.001464 and -1.039714, p-values 0.316 and 0.298, respectively).

The effect of the value of AGR in the previous period (AGR(-1)), another dependent
variable, on the current period is negative (-0.086506 coefficient), but this effect is not
statistically significant (-0.412228 test statistic and 0.6837 p-value). The impact of ESG
factors on AGR is quite strong and positive (coefficient 1.883489), and this effect is highly
statistically significant (test statistic 6.733768 and p-value 0.00), indicating that ESG factors
significantly increase AGR. The overall validity of the model is confirmed by the Wald Test
(x2) (test statistic of 6.733768 and p-value of 0.00), indicating that the model is statistically
significant overall. The Hansen Test reveals no over-specification problem in the model (test
statistic of 7.546365 and p-value of 0.183), meaning that the instruments used are
appropriate and valid. Arellano-Bond Autocorrelation test AR(1) results show that there is
first-order autocorrelation in the model, which is statistically significant (-2.854584 test
statistic and 0.00 p-value), indicating that there may be some dynamic structural problems
in the model. However, the Arellano-Bond Autocorrelation test AR(2) results indicate that
second-order autocorrelation is not a problem in the model (0.583686 test statistic and 0.559
p-value). Overall, this analysis shows that ESG factors significantly increase AGR, the
model has general validity, and there is no overdetermination problem with Hansen's test.

6. Conclusion

The concept of ESG, frequently encountered in the literature in recent years, is seen
as an important criterion that reveals the performance of enterprises in environmental, social,
and corporate governance areas and shapes their investment decisions and, thus, their
activities. The ESG score, which significantly contributes to the development of businesses
and has become increasingly important in recent years, has three sub-elements:
environmental, social, and governance. ESG scores need to be calculated separately for these
three elements, and the total ESG score is determined by combining these three sub-
elements. The calculated ESG scores of the enterprises make a significant contribution in
terms of transparency and objectivity in measuring the ESG performance and effectiveness
of the enterprise based on the reported data (Cetenak et al., 2022).

The study aimed to test whether ESG scores calculated for the period 2018-2022 have
an impact on the financial performance of 26 companies in the BIST Sustainability Index.
Accounting-based ROA, ROE, NPM, MBR, and AGR were used as dependent variables,
and the ESG overall score was used as an independent variable. First, a dynamic panel data
analysis was conducted using descriptive statistics, cross-sectional dependence tests,
correlation matrix, causality, and GMM tests. Moreover, the fact that some firms were not
included in the analysis due to lack of data can be stated as the study's limitations.

According to the results of the analysis, ESG scores affect companies' financial
performance indicators. ESG scores are not a Granger cause of ROE and MBR. The study
of ROA and ROE revealed that ESG scores have a positive and statistically significant effect
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on both indicators, indicating that ESG scores positively affect corporate profitability and
ROE. The analysis of NPM also indicates that ESG scores have a positive and significant
effect on improving NPM. However, ESG scores have a negative impact on MBR, indicating
that ESG scores tend to decrease the MBR ratio. The analysis of AGR reveals that ESG
scores significantly increase this ratio. The general validity and appropriateness of a single
model (MBR Model) are not only supported by the Wald test, but Wald and Hansen's tests
support all other models, and the Arellano-Bond Autocorrelation Test confirms the
consistency of the model over time. These results suggest that ESG scores have significant
and diverse effects on financial performance and that these factors should be considered
when evaluating companies.

According to the results of the Difference GMM method, a one-unit increase in ESG
score increases firms' ROA by 0.11 units, while according to the System GMM results, a
one-unit increase in ESG score increases firms' ROA by 0.16 units. Accordingly, firms that
want to increase their return on assets, which is one of the main variables affecting their
financial performance, should increase their ESG performance. In addition, the Wald
statistic value for Model 4, in which the “MBR” variable is a significant variable, is greater
than 5%, indicating that the model is insignificant (Karyagd: & Sit, 2023). Sisman and
Cankaya (2021) determined a statistically significant relationship between ESG overall
score and ROA. Buallay (2019) examined the relationship between sustainability and bank
performance with ROA, ROE, and Tobin's Q variables and reported that ESG positively
affects all the variables used. Buallay, Fadel, Al-Ajmi, and Saudagaran (2020) investigated
the effect of ESG performance on ROA, ROE, and Tobin's Q. As a result of the study,
Tobin's Q variable negatively affects ESG, while ROA and ROE variables do not have a
significant effect on ESG variable. Other studies align with this study's results except for
one (Buallay et al., 2020).

The relationship between ESG scores and financial performance has been the focus
of intense interest both in academic circles and the investment world in recent years. Various
studies on the impact of ESG scores on financial performance generally show a positive
relationship. This relationship implies that keeping companies' environmental responsibility,
social contributions, and governance quality high can improve their financial performance
in the long run. In particular, companies with high ESG scores are observed to manage risk
more effectively, have a more favourable image with consumers and investors, and
potentially comply better with legal regulations. These factors can positively affect the
financial performance of companies by contributing to lowering operational costs,
expanding market access, and diversifying the investor base. In addition, factors such as
sector, geography, and company size can affect the dynamics of this relationship. The
transformation process of ESG investments into financial returns can be costly in the short
term, and it may take time to see the positive effects of these investments on financial
performance. In conclusion, the positive relationship between ESG scores and financial
performance emphasises the importance of sustainable investment and corporate strategies.
In this context, companies and investors must incorporate ESG factors into their strategic
decision-making processes for long-term success and stability.
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Recommendations for investors generally emphasise the importance of ESG
assessments for companies. First, investors are advised to use companies' ESG scores as a
critical criterion when constructing and reviewing their portfolios. Companies with high
ESG scores generally have better long-term financial performance, which is important for
risk management and optimising return potential. Second, investors are advised to focus on
sustainable investment strategies that consider financial returns and social and
environmental impacts. This approach enhances investments' social and environmental
contributions while supporting long-term financial performance. Finally, requiring
transparent and regular reporting from companies on their ESG performance helps investors
make more informed decisions and encourages companies to improve their ESG
performance.

The recommendation for academics and researchers is to focus on multidimensional
and qualitative analyses to understand the impact of ESG scores on financial performance.
Multidimensional research covering various sectors, geographies, and periods helps better
understand the complexities and dynamics of the relationship between ESG and financial
performance. In addition to quantitative data analysis, qualitative studies should also be
conducted. Qualitative analyses are critical in understanding the impact of factors such as
corporate governance, corporate culture, and stakeholder relations on the financial
performance of ESG scores. An in-depth examination of these factors helps to understand
the impact of ESG scores on financial results more clearly. These recommendations aim to
increase the methodological diversity and depth of research in academic studies to develop
a more comprehensive understanding of the impact of ESG scores on financial performance.
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Abstract

This paper analyzes the effect of real wages on employment in the Turkish manufacturing
industry after the 2008 global financial crisis. The effect was estimated for 24 manufacturing sectors
using panel data analysis covering the period from 2009Q1 to 2019Q4. The panel cointegration results
demonstrated a significant long-run relationship between real wages and employment, while the panel
augmented mean group (AMG) estimator results indicated a significant long-run positive effect of real
wages on employment. At the sectoral level, the effect was either insignificant or positive except for
one sector. These findings indicate that an increase in real wages can raise employment by positively
affecting the goods market and national income through the effective demand channel. That is, the
manufacturing industry’s wage policies for enhancing effective demand can raise employment in
Tirkiye.
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Oz

Bu caligma, 2008 kiiresel finansal krizi sonrasinda Tiirk imalat sanayinde reel ticretlerin
istihdam tizerindeki etkisini analiz etmektedir. Etki, 24 imalat sektorii i¢in 2009C1-2019C4 dénemini
kapsayacak sekilde panel veri analizi kullanilarak tahmin edilmistir. Panel esbiitinlesme sonuglari reel
ticretler ve istihdam arasinda uzun ddnemli anlamli bir iligki oldugunu ortaya koyarken panel
genisletilmis ortalama grup (AMG) tahmincisi sonuglar reel tcretlerin istihdam tizerinde uzun
donemde anlaml pozitif etkisi oldugunu gostermektedir. Sektor diizeyindeki etki, bir sektor haricinde
anlamsiz veya pozitiftir. Bulgular, reel iicretlerdeki artigin, etkin talep kanaliyla mal piyasasini ve milli

geliri olumlu etkileyerek istihdam: artirabilecegini gostermektedir. Dolayisiyla, imalat sanayinde
efektif talebi iyilestirmeye yonelik iicret politikalar1 Tiirkiye’de istihdami artirabilir.

Anahtar Sézciikler . Istihdam, Reel Ucret, Tiirk Imalat Sanayi, Panel Veri Analizi.
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1. Introduction

Real wages and employment have always been on economists’ agendas due to their
importance in both the supply and demand sides of the economy. Debates regarding the
relationship between the two variables have caused sharp divergences in economic theory.
In addition, there is no consensus in the empirical literature on the direction and sign of the
relationship. Thus, the relationship needs to be reconsidered, especially when employment
performance weakens.

The 2008 global financial crisis (GFC) severely affected labour markets, with
unemployment rates in some countries doubling from pre-crisis levels while national
incomes fell below their long-term trend values (Lavoie & Stockhammer, 2013; OECD,
2022a). To alleviate growing unemployment, governments implemented a series of
regulations to make labour markets more flexible (Johnstone et al., 2019). Employment rates
then increased remarkably due to the more flexible labour markets and the recovery in
economic growth. However, wage growth has slowed considerably (OECD, 2018), reaching
its lowest level since 2008 in 2017 (ILO, 2018).

As in many countries, the GFC damaged labour markets in Tiirkiye, with
unemployment increasing from around 10% in 2007 to 14% in 2009 while employment
suffered negative growth. Soon after the GFC, employment recovered significantly, rising
by more than 4.5% compared to 2009, while unemployment decreased by 9.2% in 2012.
Since 2013, however, the momentum in employment has been lost. Unemployment has risen
again, while employment growth remained limited before turning negative in 2019 (OECD,
2022b; TURKSTAT, 2021a). Real wage growth has also decreased gradually since 2013,
except for 2016, to stand at -0.4% in 2018 (I1LO, 2018: 119; I1LO, 2020: 182).

The manufacturing industry, which is vital for sustainable growth, accounts for a
substantial share of Tirkiye’s total employment. However, its contribution to total
employment has not increased since the GFC (TURKSTAT, 2021a). Figure 1 shows
employment, nominal wage, and real wage growth rates for the Turkish manufacturing
industry.
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Figure: 1
Employment, Nominal Wage, and Real Wage Growth Rates for the Turkish
Manufacturing Industry: 2010Q1-2019Q4
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Source: Authors’ representation based on TURKSTAT (2021b) and OECD (2021).

Notes: The manufacturing industry employment index (2015=100) and the manufacturing gross wage-salary index (2015=100) represent employment
and nominal wage, respectively. Both series are seasonally and calendar-adjusted. Real wages are calculated using the gross wage-salary and
consumer price indices (2015=100). All series are transformed into an annual percentage change to obtain growth rates.

Employment growth in the Turkish manufacturing industry has gradually slowed
before turning negative recently. Meanwhile, real wage growth has fallen due to recently
rising inflation. Contrary to the global trend, employment and real wages in the Turkish
manufacturing industry have changed in parallel since the GFC, except for short periods.
Motivated by this co-movement, we address the following three research questions.

First, is there a cointegration relationship between real wages and employment?
Second, do real wages have a statistically significant effect on employment? Third, if there
is an impact, is its sign positive? These questions are being explored empirically within the
framework of theoretical foundations for the Turkish manufacturing industry and its sectors
at the NACE Rev.2 two-digit level. Based on Figure 1, our empirical expectations align with
the post-Keynesian approach.

This study uses panel data analysis to investigate the effect of real wages on
employment for 24 sectors in the Turkish manufacturing industry since the GFC. More
specifically, it investigates the long-run relationship between real wages and employment
using Westerlund’s (2007) panel cointegration test. The long-run coefficients for the
industry and its sectors are estimated using the panel augmented mean group (AMG)
estimator (Eberhardt & Bond, 2009; Eberhardt & Teal, 2010) for 2009Q1-2019Q4.
Furthermore, a robustness test is performed using the cross-sectionally augmented
autoregressive distributed lag (CS-ARDL) of Chudik and Pesaran (2015).

Our study’s main contribution to the literature is to provide evidence on the
relationship between real wages and employment, for which empirical consensus is still
lacking. We explore this relationship by also focusing on the individual sectors. By
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highlighting the importance of effective demand, our findings of a positive relationship can
guide both policymakers trying to increase employment and also firms seeking to maximize
profits.

In what follows, Section 2 presents theoretical approaches to the relationship between
real wages and employment along with the empirical literature, while Section 3 introduces
the model and data set, and Section 4 presents the empirical analysis findings along with
their methodologies. The final section of the study evaluates the findings and offers policy
recommendations.

2. Literature Review

This section reviews the theoretical and empirical literature on the relationship
between real wages and employment. To do so, we classify the theoretical approaches that
explain the real wage-employment nexus: neoclassical, orthodox Keynesian, and post-
Keynesian. After providing each approach’s theoretical explanations of the relationship, we
consider empirical studies of countries other than Tirkiye and the Turkish economy that
support the predictions of these approaches.

The first effort to explain the relationship between real wages and employment comes
from neoclassical economics. Neoclassical economic theory defines labour as a product,
while the supply and demand mechanism determines the labour market balance. Labour
supply is specified by income and consumption decisions (loannidis, 2011: 3-4). More
specifically, rising real wages motivate utility-maximising workers to work more. Rising
wages also increase consumption potential and encourage economic agents to increase their
working hours by sacrificing leisure time. Labour demand is determined by the marginal
product of labour for which the law of diminishing returns is valid. That is, for a given
physical capital stock, each additional worker contributes less to the total physical product
than the previous one. Accordingly, profit-maximising companies continue to hire workers
as long as the physical product of additional workers is higher than real wages. In other
words, companies hire more labour only when real wages are falling (Herr, 2002: 8-10).

In the neoclassical approach, the wage decrease required for employment growth has
three effects. First, declining wages reduce unemployment rates because more people leave
the labour market because the wages are no longer worth working for. Second, companies
want to employ more workers due to decreasing labour costs. Third, this process accelerates
due to the Pigou effect: namely, the fall in prices due to decreasing wages increases demand
for goods and services from those people who are unaffected by wage cuts because their
income is not wage-based. Rising demand results in more employment (loannidis, 2011: 6;
Melitz, 1967: 270-271). In conclusion, one of the main claims of the neoclassical approach
regarding the labour market is that rising real wages decrease employment.

Neoclassical economists believe that if wages are flexible, mechanisms that bring the
economy into equilibrium will enable a rapid adjustment toward full employment. The
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validity of Say’s Law eliminates the possibility of permanent unemployment caused by
downward wage rigidity. Therefore, real wages, which are supposedly too high, should be
decreased to eliminate persistent unemployment (Apergis & Theodosiou, 2008: 40-41).

Many empirical studies have confirmed the predictions of neoclassical economists,
namely that rising real wages significantly reduce employment (Neft¢i, 1978; Sargent, 1978;
Russel & Tease, 1988; Nickell & Symons, 1990; Smith & Hagan, 1993; Carruth & Schnabel,
1993; Arestis & Biefang-Frisancho Mariscal, 1994; Klein, 2012; Bakker, 2015; Mora &
Muro, 2019; Habanabakize et al., 2019; Hasanov et al., 2021; Cruz, 2023). Similarly, most
studies of the Turkish economy confirm the neoclassical expectations. Using panel data,
Aydiner-Avsar and Onaran (2010) analyzed the effects of real wages, real GDP, export
share, and import share on employment in the Turkish manufacturing industry between 1973
and 2001. They found that increases in real wages reduce employment. Ozata and Esen
(2010) explored the relationship between real wages and employment in Tiirkiye from 1998
to 2008, employing cointegration and Granger causality methods. They confirmed the
expectations of the neoclassical approach for the long-run relationship between these
variables. Demir (2010) demonstrated that an increase in real wage growth decreased
employment growth between 1983 and 2005. Using error correction models, Yildirim (2015)
examined the dynamic interactions between productivity, employment, and real wage in the
Turkish labour market from 1988 to 2012. Increases in real wages only reduced employment
in the short-run. Finally, Kilicaslan and Tongtr (2019) reported that rising real wages
significantly reduced employment in the Turkish manufacturing industry for 2003-2013.

Unlike Neoclassical economic theory, Keynesian approaches do not suggest a
negative impact of real wages on employment. According to the orthodox Keynesian
approach, the labour market has no mechanism that automatically increases employment
(Christopoulos, 2005: 25). Therefore, Keynesians treat the labour market differently from
neoclassical economists. Contrary to the neoclassical approach, which believes that all
markets are at the same level, the orthodox Keynesian approach assumes a hierarchy
between markets with the labour market at the bottom (Herr, 2002: 19). Labour demand
depends on effective demand. Aggregate demand determines production, which in turn
determines employment. The employment level corresponds to a certain wage rate. In other
words, employment determines wages, not vice versa (loannidis, 2011: 8-10).

Keynes suggested that real wages are not determined solely by labour market
participants because although workers and employers bargain on nominal wages, the general
level of prices is beyond their control. To reduce real wages, nominal wages must be lowered
relative to the price level, or the price level must be increased relative to hominal wages
(Snowdon & Vane, 2005: 66). However, even if real wages fall, the net effect on production
and employment is ambiguous. Lower real wages reduce the cost burden on employers’
profits but also reduce workers’ income and real demand. Thus, a fall in real wages will raise
employers’ real income, but it will also reduce workers’ spending and, therefore, effective
demand for production (Apergis & Theodosiou, 2008: 41).
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Some empirical studies support the orthodox Keynesian expectations. Geary and
Kennan (1982), Bender and Theodossiou (1999), and Christopoulos (2005) found no
significant relationship between wages and employment, while Apergis and Theodossiou
(2008) and Adudu and QOjonje (2015) found a long-run but not a short-run relationship.
McFarlane et al. (2014) reported that employment growth causes real wage growth.
Regarding studies of the Turkish economy, Metin and Ucdogruk (1998) investigated the
long-run relationship between prices, wages, and employment in the Turkish manufacturing
industry from 1962 to 1992 using cointegration and Granger causality methods. They
showed a significant positive relationship between real wages and employment.
Furthermore, the causality was unidirectional from employment to wages. Adas (2003)
analysed the relationship between real wages and employment in the Turkish manufacturing
labour market between 1960 and 2000. Cointegration results indicated no relationship
between these variables. Finally, Akkemik (2007) found no significant effect of real wages
on employment from 1988 to 2004.

Post-Keynesian economists offer a different explanation to their predecessors
regarding the relationship between real wages and employment. Drawing on Keynes’
concept of effective demand, they argue that aggregate demand factors determine
employment. Furthermore, they emphasise the effect of wage incomes on consumption and
investment by highlighting functional income distribution in their effective demand analysis
(Appelbaum, 1979: 47; Stockhammer, 2011: 5). According to Kalecki (1971), effective
demand consists of workers’ stimulated consumption spending, which depends on their
wage income, and autonomous consumption and investment spending, which depends on
capitalists’ long-run profits (Cin, 2012: 38). For a given level of real autonomous spending,
capitalists’ profits only rely on real aggregate expenditures. An increase in real wages
reduces the profit margin per unit. However, because workers tend to consume more than
capitalists, a rise in real wages increases aggregate demand and national income (Lavoie,
2006: 94). The fact that changes in real wages indirectly affect the goods market creates the
possibility of a positive relationship between real wages and employment (Fernandez-
Huerga & Garcia-Arias, 2019: 119).

The post-Keynesian analysis takes no dogmatic stance regarding the relationship
between real wages and employment (Fernandez-Huerga & Garcia-Arias, 2019: 125).
Bhaduri and Marglin (1990), for example, analysed demand regimes under the assumption
that the economy has an unutilised capacity while workers tend to consume more than
capitalists. They found that higher wages increase workers’ consumption but reduce
investments because they reduce capitalists” profits. Thus, the net effect of wage increases
on aggregate demand cannot be determined a priori. If the consumption effect is more
dominant than the investment effect, a wage-led demand regime is valid, and the net impact
is positive. Otherwise, a profit-led demand regime prevails with a negative net effect
(Stockhammer & Ali, 2018: 7). Thus, it is possible to have a positive relationship between
wages and employment in the wage-led demand regime and a negative relationship in the
profit-led demand regime (Lavoie & Stockhammer, 2012: 9-10).

152



ilhan, A. & C. Akdeniz (2024), “The Effect of Real Wages on Employment after the Global Financial
Crisis: The Case of the Turkish Manufacturing Industry”, Sosyoekonomi, 32(61), 147-166.

There is also empirical support for the post-Keynesians’ expectations regarding the
wage-employment nexus. Mehra (1982) and Tadjoeddin (2016) demonstrated that real
wages have a significant positive impact on employment. Empirical studies of the Turkish
economy also confirm post-Keynesian expectations. Bakir and Eryilmaz (2020) investigated
the relationship between real wages and employment between 1988Q2 and 2019Q4 using
cointegration and causality tests based on the vector error correction mechanism. They
reported a short-run causality from real wages to employment, while rising real wages
increased employment in the long run. Topcu (2021) reported that rising real wages between
1996 and 2017 increased the share of industrial sector employment in total employment.
Using the autoregressive distributed lag boundary test, Kose and Avci (2023) explored the
relationship between real wages, employment, and labour productivity from 2009Q1 to
2021Q4 in the Turkish manufacturing industry. They found that real wages had significant
positive short- and long-run impacts on employment.

To sum up, there are three different theoretical approaches regarding the sign and
direction of the relationship between real wages and employment. The neoclassical approach
predicts that rising real wages reduce employment. The orthodox Keynesian approach
predicts that the direction of the relationship is from employment to real wages. Finally, the
post-Keynesian approach predicts that real wage increases may raise employment depending
on the economy’s demand regime. The empirical literature provides mixed support for these
theories, depending on sampling periods and countries studied. The lack of consensus
regarding the relationship between the two variables' existence, direction, and sign indicates
the need for further research in this field.

3. Model and Data

The empirical literature largely determines our model specification for investigating
the impact of real wages on employment. Hence, we also include production and
productivity variables as determinants of employment. The model is as follows:

emp;; = a; + frwe + 8ipie + wpie + U 1)

where emp; , is employment; rw; . is real wages; ip;, is production; p; . is productivity; i
represents the manufacturing sectors; ¢ is time; and u; , is the error term.

The data comprises 24 sectors in the Turkish manufacturing industry, selected based
on the NACE Rev. 2 two-digit classification. The relevant NACE Rev. 2 sector codes range
from 10 to 33, with all sectors at the same level (EUROSTAT, 2008). The sample starts with
2009Q1 and ends with 2019Q4 to exclude the effects of the COVID-19 pandemic on labour
markets. Employment, productivity, and production are represented by, respectively, the
sectoral employment indices, sectoral production per employee indices, and sectoral
industrial production indices. Real wages are calculated by dividing the sectoral gross wage-
salary indices by the consumer price index. The sectoral gross wage-salary indices, sectoral
employment indices, and sectoral production per employee indices were retrieved as
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adjusted seasonal and calendar effects. We also seasonally adjusted the sectoral industrial
production indices via Census X-13. The base year of all indices is 2015 (2015=100). All
series are transformed into logarithmic form. Table 1 shows the descriptive statistics and
correlation matrix of the series.

Table: 1
Descriptive Statistics and Correlation Matrix

Descriptive Statistics
Variable | Obs. Mean SD Min. Max. Data Sources
emp;, 1056 | 95.510 | 27.538 53.7 469.1 TURKSTAT (2021b)
Wi 1056 | 0.943 0.245 0.441 2.683 Authors' calculation based on TURKSTAT (2021b) and OECD (2021)
ipie 1056 | 92.271 | 21.607 | 33.060 | 202.698 TURKSTAT (2021b)
Pit 1056 | 97.622 | 14.260 16.49 161.64 Turkish Ministry of Industry and Technology (2021)
Correlation Matrix
empi,. Wi Dir Dit
emp;, 1.000
Wi 0.897 1.000
ipie 0.686 0.801 1.000
Dic -0.154 0.114 0.608 1.000

Source: Authors’ calculations.
Note: The descriptive statistics of the series are presented without logarithmic transformation.

The minimum and maximum values of the variables can be used to compare
individual sectors. The maximum and minimum employment values were, respectively, for
tobacco (2009Q3) and furniture (2009Q1). The highest real wage value was in tobacco
(2009Q1), which is also consistent with its high employment level. The lowest industrial
production index value was in motor vehicles, trailers, and semi-trailers (2009Q1), possibly
due to the GFC’s impact on the automotive industry at that time. The highest production
index value was in the other transport equipment (2019Q3). Finally, tobacco had the lowest
productivity index value (2009Q3) due to high employment in that sector. The maximum
productivity level was in the computer, electronic, and optical products sector (2019Q3).
The lowest and highest values of the variables corresponding to the beginning and end of
the sample period indicate no sharp fluctuations in the series. Finally, the correlation matrix
shows that employment was positively correlated with real wages and industrial production
but negatively correlated with productivity.

4. Empirical Results

4.1. Preliminary Test Results

This study used panel data analysis to examine the long-run effects of real wages on
employment for the manufacturing industry and its sectors. To this end, whether there are
long-run relationships between the series was investigated through panel cointegration
analysis. Panel unit root tests should first be performed to test whether the prerequisite for
cointegration analysis, that the series are integrated in the same order, has been met.
However, because cross-sectional dependence (CD) among the series and homogeneity of
slope coefficients affect the choice of unit root test, cointegration test, and long-run estimator
(Yerdelen-Tatoglu, 2017: 3-5), the CD and homogeneity tests were performed first.
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In panel data analysis, a shock to one variable in any cross-sectional unit may
influence others. This is known as the CD. To ensure correct estimations and valid test
statistics, CD between the series should not be ignored (Tachie et al., 2020: 35540).
Furthermore, the number of cross-sectional units and the time dimension are important in
selecting the appropriate CD test. Because (T=44) > (N=24), we used the following tests to
analyze CD: Breusch and Pagan (1980) Lagrange Multiplier (LM) test, Pesaran (2004) CD,
test and Pesaran et al. (2008) bias-adjusted LM,,; test. We also used Pesaran and
Yamagata’s (2008) homogeneity test to detect whether the slope coefficients are
homogeneous. Table 2 presents the CD and homogeneity test results.

Table: 2
Cross-sectional Dependence and Homogeneity Test Results
LM CD.y LM
emp,, 803.908 (0.000) 22.469 (0.000) 25.879 (0.000)
W, 743.551 (0.000) 19.900 (0.000) 44,082 (0.000)
ipi, 393.406 (0.000) 4,997 (0.000) 28.356 (0.000)
Pir 436.585 (0.000) 6.835 (0.000) 19.405 (0.000)
Model 2106.325 (0.000) 77.904 (0.000) 88.251 (0.000)
i A,
Model 8.173 (0.000) | 8.669 (8000)

Source: Authors’ calculations.
Note: Probability values are shown in parentheses.

The probability values of the LM, CD,,,, and LM,,; tests strongly rejected the null
hypothesis for all series and the model, thereby demonstrating the existence of CD between
the series. That is, a shock to one variable in any manufacturing industry sector can affect
other manufacturing industry sectors. Furthermore, the A and Eadj test results showed that
the null hypothesis, which means the slope coefficients are homogenous for the model, was
rejected at the 1% significance level, thereby indicating heterogeneity across sectors.

Before proceeding to the cointegration analysis, the unit root properties of variables
should be examined using panel unit root tests. Based on the existence of CD, these tests are
divided into two groups. First-generation panel unit root tests assume that the cross-sectional
units are independent, whereas second-generation tests assume the dependence between
cross-sectional units (Shahbaz et al., 2014: 187). Because we found CD across the series, we
used Pesaran’s (2007) cross-sectionally augmented Dickey-Fuller (CADF) test to examine
the unit root properties of the series. The CADF test augments standard ADF regressions
with the cross-sectional means of the lagged levels and the first differences of each unit.
Table 3 shows Pesaran’s (2007) CADF unit root test results for the model with intercepts
and trends.
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Table: 3
Pesaran (2007) CADF Panel Unit Root Test Results

Level

emp;, ‘ Wiy ‘ P ‘ Di
CIPS | -1.805 | -2.364 | -2.703 | -2.837*
First-difference
emp;,. ‘ TWie ipie ‘ Dit
CIPS | -3.341%* | -5.168** | -4.873** | -5.078**

Source: Authors’ calculations.

Notes: ** and * denote that the null hypothesis, which means the series contains a unit root at the 1% and 5% significance level, respectively, is
rejected. The maximum lag number is set as 4. The critical values for the panel at the model's 1% and 5% significance levels with intercept and trend
are -2.85 and -2.71, respectively (Pesaran, 2007: 281).

The CIPS statistics, obtained from the sectoral CADF test means, indicated that all
series except for productivity had a unit root at the 5% significance level. Moreover, all
series were nonstationary at the 1% significance level. When the first difference of the series
was taken, all series were stationary at the 1% significance level. Because all the series were
1(1), cointegration analysis is appropriate.

4.2. Panel Cointegration Test Results

As for the panel unit root tests, there are two kinds of panel cointegration tests
depending on the existence of the CD. Because the second-generation tests consider CD
between series, Westerlund’s (2007) panel cointegration test was used. The test statistics are
based on the conditional error correction model for y;,, as follows:

Ayie = 8ide + a;(yie—1 — Bixie-1) + Z?; a; jAy; e+ Z?io Vi jAxie—j + ey 2
where d, = (1, t)’ presents the deterministic components and §; = (8;;, 8,;)" represents the
parameters vector. Equation (2) can be rewritten as follows to estimate the error correction
parameter (a;):

Ay = 8ide + a1 + AiXipq + 2511 a; jAy;e—j + Z?io VijAxie—j +ep; (3)

Equation (3) was estimated for each cross-section to construct the group mean
statistics:

Ay = 8ld; + @;yip—q + Mxieoq + 2511 @; Ay j+ Z;’io Vijbxie—j+ & 4

The lag (p;) and lead (g;) orders were determined based on the selection criteria
,while the composite error term (u;.) was estimated through é; , and 7; ;:

i = Z?Lo Vijlxie—j + &t 5)

The group mean statistics were obtained by estimating &; with the long-run variance
estimators based on i; , and Ay; ,:

156



ilhan, A. & C. Akdeniz (2024), “The Effect of Real Wages on Employment after the Global Financial
Crisis: The Case of the Turkish Manufacturing Industry”, Sosyoekonomi, 32(61), 147-166.

G-L— _ 1N a; _1gon T (6)
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Rejection of the group’s null hypothesis indicates cointegration for at least one cross-
section in the panel. Like the group mean statistics, the panel test statistics were obtained in
a three-step process. The panel test statistics are as follows:

a _ s
SE(a)'P"‘ =Ta O

P =
The alternative hypothesis of the panel statistics means that the whole panel is
cointegrated (Westerlund, 2007: 711-718; Persyn & Westerlund, 2008:; 233-234). Table 4

shows the Westerlund (2007) panel cointegration test results.

Table: 4
Westerlund (2007) Cointegration Test Results
Statistic Value Z-Value Probability Robust Probability
G, -4.359 -11.046 0.000 0.000
G, -24.378 -9.339 0.000 0.000
P, -19.309 -9.368 0.000 0.016
P, -23.441 -11.940 0.000 0.010

74
Source: Authors’ calculations.
Notes: The maximum values of lag, lead, and bandwidth are set as 3 based on 4(T/100) 2/° (Newey & West, 1994). According to the Akaike
Information Criterion, 1.42 lags and 1.33 leads exist. The constant model was used as the deterministic component. To obtain the robust probability
values, bootstrapping with 500 iterations was performed.

Since the slope coefficients are heterogeneous, the group mean statistics (G, and G,)
should be considered. Furthermore, the robust probability values should be taken into
account due to the CD between the series (Gaberli & Can, 2020: 254). The robust probability
values of the group mean statistics rejected the null hypothesis of no cointegration at the 1%
significance level. A long-run cointegration relationship exists between employment, real
wages, production, and productivity.

4.3. Panel AMG Test Results

The long-run coefficients of the whole manufacturing industry and its sectors were
estimated using the panel AMG estimator developed by Eberhardt and Bond (2009) and
Eberhardt and Teal (2010). This test is robust against both CD and heterogeneity. The
estimator is obtained in two stages (Eberhardt & Bond, 2009: 3; Eberhardt & Teal, 2010: 7).

Stage — 1: Ay;, = b'AX;; + X1_, c,ADy + €5, = & =[] 8)

In the first stage, called the common dynamic process, the dummy coefficients (¢;)
are obtained by estimating the first-difference OLS regression enhanced with T — 1 time
dummies.

Stage - 2: Yit = @i + bi,Xi,t + ¢t + dlﬁ; + €its BAMG = IV_1 Zi Bi (9)
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In the second stage, the omitted idiosyncratic process is captured by adding g} to
each of the N-standard group-specific regressions, which contain the linear trend terms.
Alternatively, jif can be subtracted from y;.. Thus, ji; is imposed on each cross-section with
a unit coefficient. In both cases, the AMG estimates are obtained as the means of the
individual cross-section estimates, as in Pesaran and Smith’s (1995) MG method.

AMG provides a post-estimation for investigating the model’s significance using
Wald x2 test statistics (Osinubi et al., 2023). The Wald x? of our model was 1320.45 with a
probability value of 0.00, thereby indicating that the estimated model was highly significant.
Table 5 presents the AMG test results.

Table: 5
AMG Test Results
Sectors TWie ipie Pix

Code | Name Coeff. Prob. | Coeff. | Prob. Coeff. Prob.
10 | Food products 0.157 | 0.000 | 0.508 | 0.000 | -0.654 | 0.000
11 Beverages 0.052 0.273 0.588 0.000 -0.530 0.000
12 Tobacco products 0.046 0.344 0.829 0.000 | -1.009 | 0.000
13 | Textiles 0.030 | 0152 | 0.693 | 0.000 | -0.858 | 0.000
14 | Wearing apparel 0.097 | 0.002 | 0.645 | 0.000 | -0.810 | 0.000
15 Leather and related products 0.073 0.134 0.680 0.000 | -0.903 | 0.000
16 | Wood and products of wood and cork -0.039 | 0.186 | 0.777 | 0.000 | -0.768 | 0.000
17 Paper and paper products 0.119 0.001 | 0.639 | 0.000 | -0.648 | 0.000
18 Printing and reproduction of recorded media 0.056 0.424 0.686 0.000 | -1.010 | 0.000
19 Coke coal and refined petroleum products -0.016 | 0.538 0.685 0.000 | -0.697 | 0.000
20 | Chemicals and chemical products 0.095 | 0.007 | 0.536 | 0.000 | -0.507 | 0.000
21 Basic pharmaceutical products and pharmaceutical preparations 0.294 | 0.000 | 0.670 | 0.000 | -0.733 | 0.000
22 Rubber and plastic products 0.067 0.007 0.691 0.000 | -0.749 | 0.000
23 Other non-metallic mineral products -0.096 | 0.000 0.869 0.000 | -0.871 | 0.000
24 | Basic metal industry 0.042 | 0.072 | 0.629 | 0.000 | -0.622 | 0.000
25 | Fabricated metal products -0.018 | 0.562 | 0.835 | 0.000 | -0.872 | 0.000
26 | Computer, electronic and optical products 0.285 | 0.000 | 0.300 | 0.000 | -0.286 | 0.000
27 Electrical equipment 0.098 0.004 0.634 0.000 | -0.614 | 0.000
28 Machinery and equipment not elsewhere classified 0.101 0.000 0.585 0.000 | -0.514 | 0.000
29 | Motor vehicles, trailers and semi-trailers 0.181 | 0.000 | 0.511 | 0.000 | -0.490 | 0.000
30 Other transport equipment -0.049 | 0.101 0.000 0.000 | -1.016 | 0.000
31 | Furniture 0.013 | 0.686 | 0.792 | 0.000 | -0.894 | 0.000
32 | Other manufacturing -0.027 | 0.389 | 0.532 | 0.000 | -0.565 | 0.000
33 Repair and installation of machinery and equipment 0.085 0.000 0.713 0.000 | -0.672 | 0.000
Manufacturing industry 0.068 | 0.000 | 0.667 | 0.000 | -0.720 | 0.000

Source: Authors’ calculations.
Note: The common dynamic process was imposed with a unit coefficient in the AMG estimation. Codes show the NACE Rev. 2 sector codes.

As shown in the last row of Table 5, real wages significantly positively impact
employment. More specifically, a 1% increase in real wages raises employment by 0.07%
in the long run. This finding contradicts previous studies confirming the predictions of the
neoclassical and orthodox Keynesian approaches regarding the Turkish manufacturing
industry, whereas it confirms Kose and Avci (2023). Furthermore, production and
productivity also significantly affect employment. A 1% rise in production increases
employment by 0.67% in the long run, whereas a 1% increase in productivity decreases
employment by 0.72%.
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The sectoral long-run coefficients show mixed results. Following Giiloglu et al.
(2020), we constructed a figure to summarise the sectoral coefficients of the real wage
variable, which is the critical variable of our sample (Figure 2).

Figure: 2
Sectoral Coefficients of Real Wages
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Source: Authors’ calculations.
Note: The vertical axis denotes coefficients while the horizontal axis represents the NACE Rev. 2 sector codes named in Table 5. Black and white bars
indicate statistically significant and insignificant coefficients, respectively.

Real wages significantly positively impact employment in 12 sectors, of which 11
reach a 1% significance level. The highest coefficient is for basic pharmaceutical products
and pharmaceutical preparations, with 0.29, whereas the lowest is for the basic metal
industry, with 0.04. On the other hand, real wages have an insignificant effect in 11 sectors.
Manufacturing other non-metallic mineral products is the only sector where rising real
wages significantly reduce employment.

Many sectors with positive coefficients are suitable for activating the effective
demand channel. For instance, food products, paper products, wearing apparel, and most
motor vehicles are manufactured for consumption. Therefore, enhancing demand for these
goods through rising wages may have increased employment by accelerating sales and
profits in these sectors (Onaran & Aydiner-Avsar, 2006). Furthermore, sector dynamics may
have led to this positive wage-employment relationship. The two sectors with the highest
positive coefficient of real wages (basic pharmaceutical products and pharmaceutical
preparations; computer, electronic, and optical products) are high-technology sectors in the
EUROSTAT (2024) classification. Because these sectors are fast-growing and employ
highly skilled labour, high wages may be required to close the employment gap. Therefore,
an increase in wages may raise employment in these sectors where labour has high added
value.
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4.4. Robustness Check

We performed a robustness check by using a different panel estimator. Given the
presence of CD and heterogeneous slope coefficients, we preferred the CS-ARDL of Chudik
and Pesaran (2015), which deals with both. Moreover, the CS-ARDL is also robust to the
endogeneity bias problem, misspecification bias, and serial correlation of error terms
(Zeqiraj et al., 2020: 2). Equation (1) can be rewritten as the CS-ARDL equation as follows.

Aemp;, = 6; + 9, (empi,t—l —BiXip-1 — 01 emp,_ — 9211—1) + X0 T jAempye_; +
Z?;(} @i jAXi e j + pidemp, + py [ AXy + € (10)

where Aemp; . is employment, X;, stands for real wages, production, and productivity
variables in the long run; emp,_, and X,_, are the means of employment and independent
variables in the long run, respectively. Aemp; ,_; is employment while AX;,_; denotes all
explanatory variables in the short run. Aemp, and AX,, respectively, are the means of the
short-run dependent and independent variables; j is the sectors; ¢ is time; and ¢; , is the error
term. The coefficients of the explanatory variables are shown by B;. The short-run
coefficients of the dependent and independent variables are represented by 7; ; and ¢, ;,
respectively. p,; is the mean of the dependent variables, while u,; is the mean of
independent variables in the short run (Zeqiraj et al., 2020: 4-5; Salinas et al., 2023: 445).
The CS-ARDL model enables the employment variable of any sector to be estimated by the
values of the lagged employment variable, the lagged and current values of weakly
exogenous regressors, a serially uncorrelated idiosyncratic error, and unobserved common
factors (Chudik & Pesaran, 2015: 394). Table 6 presents the CS-ARDL test results.

Table: 6
CS-ARDL Test Results

Long-run

Short-run

Coefficient

Std. Error

Prob.

Coefficient

Std. Error

Prob.

TW; ¢+

0.328

0.058

0.000

Arw;,

0.177

0.030

0.000

ipie

0.659

0.049

0.000

Aip;,

0.405

0.041

0.000

Pit

-0.655

Apie

-0.401

0.043

0.000

0.050

0.000

ECT(-1)

-0.599

0.034

0.000

Source: Authors’ calculations.

The statistically significant negative coefficient of the lagged error correction term
(ECT) indicates a convergence toward long-run equilibrium. Both the short- and long-run
real wage coefficients had a positive and statistically significant impact on employment.
That is, a 1% increase in real wages raises employment by 0.33% in the long-run and 0.18%
in the short-run, thereby confirming our main findings. The coefficients of the other
explanatory variables are also consistent with the AMG findings in both the short and long
run. Production positively affects employment, whereas productivity has a negative impact.
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5. Conclusion

The relationship between real wages and employment is a controversial topic in
economics. Besides the different theoretical explanations and expectations of this
relationship, the mixed empirical findings indicate a need for further research. Motivated by
the mostly parallel movement of employment and real wages in the Turkish manufacturing
industry during the 2010s, we explored whether real wages affected employment and, if so,
what the sign of this impact was. We, therefore, investigated the effect of real wages on
employment in the Turkish manufacturing industry and its 24 sectors through panel data
analysis for 2009Q1-2019Q4. Our empirical findings can be summarised as follows.

First, the panel cointegration results demonstrated a long-run relationship between
employment, real wages, production, and productivity. Second, regarding the panel AMG
results, the coefficient of the manufacturing industry indicates that real wages increased
employment in the long run. This contradicts the predictions of both the neoclassical and
orthodox Keynesian approaches, but it confirms the conditional predictions of the post-
Keynesian approach. Third, the sectoral coefficients of the AMG analysis indicate that real
wages can have both a statistically significant positive effect on employment or an
insignificant effect, except for one sector. This finding largely contradicts the neoclassical
prediction but confirms the orthodox Keynesian and post-Keynesian approaches. Finally,
the CS-ARDL results show that real wages have a statistically significant positive impact on
employment both in the short and long run. This indicates that the AMG findings are robust.
Overall, the empirical findings of this study confirm our empirical expectations.

As Fernandez Huerga and Garcia-Arias (2019) point out, the post-Keynesian analysis
assumes that there is no dogma associated with the effect of real wages on employment. The
impact of real wages on employment depends on the state of the demand regime in the
economy. If the demand regime is wage-led, then a positive impact is possible. Many studies
have demonstrated that the demand regime in Tiirkiye is wage-led (Onaran & Stockhammer,
2005; Onaran & Galanis, 2014; Bolikoglu, 2019; Kurt, 2020; Oyvat et al., 2020; Mutlugiin
& incekara, 2023). That is, wages are the engine of demand growth, which stimulates the
production required to increase employment. Therefore, our finding of the positive impact
of real wages on employment in the Turkish manufacturing industry is consistent with the
abovementioned studies.

Tiirkiye’s export-oriented growth strategy from the 1980s, which was based on low
labour costs, failed to boost employment (Aydiner-Avsar & Onaran, 2010). The strategy
ignored the demand channel by adopting a flexible labour market approach focused on the
cost channel in compliance with the neoclassical approach. By contrast, our findings indicate
that an increase in real wages can raise employment by positively affecting the goods market
and national income through the effective demand channel. Therefore, by adopting wage
policies that can increase effective demand, the Turkish manufacturing industry can increase
employment. Furthermore, wage policies should also consider heterogeneity across sectors
because each sector has different dynamics. In particular, the type of goods produced in the
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sector and its technological level can affect the relationship between real wages and
employment.

Our study has some limitations. Since we used linear methods to investigate the
relationship between real wages and employment, our study could not provide information
on the time-varying impact of real wages on employment or the effect of different regimes
on this relationship. Moreover, using linear methods limited our sampling period as it forced
us to exclude the impact of the COVID-19 pandemic on labour markets. Future studies could
update the sample in a nonlinear manner, such as by using time-varying or threshold
regression methods.
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The Bolshevik Revolution marked a pivotal shift in Turkish-Russian relations, ending
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Bolsevik Devrimi, Tiirk-Rus iliskilerinde 6nemli bir degisimi isaret etti, uzun siiredir devam
eden catismalara son verdi ve siyasi ile ekonomik isbirligini tesvik etti. Ozellikle ekonomik baglantilar,
Tiirkiye'ye onemli olgiide fayda sagladi. Sovyetler Birliginin Bes Yillik Plani'mt taklit ederek, Rus
uzmanlar Tirkiye igin tarim ve yeralti kaynaklarina odaklanan bir endiistrilesme plani gelistirdiler.
Planin uygulanmasi, Sovyet kredileri, makine ve uzman isgiicii ile desteklendi ve 1930'lardan itibaren
Anadolu'da Sovyet tarzi tesislerin kurulmasina yol acgti. Sovyet uzmanliginin ve teknolojisinin

transferi, Tirkiye'nin sanayilesmesinde 6nemli bir rol oynadi ve 1928 sonrasi Sovyet bes yillik
planlarinin Tiirk endiistrisi tizerindeki etkisini onemli dl¢iide gosterdi.

Anahtar Sozciikler : Tiirkiye-Sovyetler Birligi Iliskileri, Tiirkiye'nin Sanayilesmesi,
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1. Introduction

The issue of dominance over the Eastern European region has been a long-standing
dynamic that significantly influenced Turkish-Russian relations. Throughout a historical
process spanning four centuries, these relations were predominantly marked by conflicts and
disagreements. Notably, the Russian Empire's military strengthening and the Ottoman
Empire's concurrent weakening resulted in wars that often favoured the Russians. This state
of affairs persisted until the early 20" century. However, the success of both the Russian
Revolution (specifically the formation of the Russian Soviet Federative Socialist Republic
from 1917 to 1922) and the Turkish Revolution brought an end to these long-standing
conflicts. The establishment of Tiirkiye and the Russian Soviet Federative Socialist Republic
in the early 1920s and their adoption of peaceful policies facilitated cooperation. Initially
limited to military and political relations, the interactions between these two countries
evolved into a broader spectrum with Tiirkiye's adoption of state-led economic policies
during its industrialisation process. This transformation elucidates the historical evolution
of Turkish-Russian relations, expanding beyond military and political dimensions to include
economic and trade relationships. Tiirkiye's inclination towards the Soviet model and the
invitation of Soviet experts were primarily influenced by the positive relations between the
two nations. During the Greco-Turkish War, Soviet Russia supported the Ankara
government, reinforcing a bond further strengthened by a subsequent friendship agreement.
This history of cooperation, including the invitation of experts, gave Tiirkiye the confidence
to seek Soviet support for economic and technical expertise without the ideological
reservations that often concerned Western countries. This shift marks a significant departure
from historical competition over control of the Eastern European region towards a more
cooperative approach.

The Soviet Union adopted two fundamental approaches to transition fully into
socialist practices. The first approach aimed to nationalise production elements held by the
private sector, while the second sought to maximise production elements by establishing
major state enterprises through five-year economic plans. Both approaches were rapidly
implemented. Especially in the 1930s, the five-year economic plans yielded significant
success in the economic growth of Soviet Russia. The Gimrii (Treaty of Alexandropol),
Moscow, and Kars Treaties played a crucial role by determining present-day Tiirkiye's
eastern border and strengthening the new government's hand against the occupying forces
in Ankara. The more positive aspect of these relations during the National Struggle was the
significant amount of arms and financial assistance provided by the Soviet Union to Ankara.
These aids contributed to the success of the national struggle and accelerated the
development of Turkish-Russian relations. These relations continued positively with the
signing of the Soviet Union-Tirkiye Friendship and Neutrality Treaty in 1925. Another point
that united the two countries towards common goals is their economic objectives. The
significant contribution of the economic programs implemented in both countries played a
crucial role in sustaining the friendship until the end of World War 1l. These achievements
became a cornerstone in developing relations between the Soviet Union and Tiirkiye. Since
1923, Tirkiye has tried to boost industrialisation by promoting the private sector and
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attracting foreign investment, but with limited success. Influential Turkish policymakers like
Ismet inénii, Celal Bayar, and Fahri Rifki Atay, inspired by their observations of the Soviet
Union's successful five-year economic plans during their visits, played critical roles in
implementing similar strategies in Tiirkiye. This led to the adoption of statism, integrating a
structured and centralised economic approach into Tiirkiye’s policies and fostering various
forms of cooperation between the two countries. Positive relations marked 1930 to 1939 and
hold substantial historical significance. The analysis also traces the background of the
Russian economy before the Soviet plans, highlighting the industrial and infrastructural
challenges that justified these comprehensive economic strategies. This historical context
provides insights into the motivations behind the Soviet Union’s economic policies and their
subsequent examination in the study, focusing on their economic, social, and political
impacts, mainly through Russian sources from that era.

In the second phase, the research delved into the economic development of Tiirkiye
following its establishment, with a specific focus on the reasons behind Tiirkiye's transition
to a statist economic policy. This exploration aimed to shed light on Tiirkiye's economic
transformation and the motivations behind state intervention. Subsequently, the study
thoroughly examined the influence of the five-year economic plans implemented in the
Soviet Union on the formulation of Tirkiye's First Five-Year Industrial Plan. The roles
played by experts from the Soviet Union in the creation and execution of these plans in
Tiirkiye were elucidated based on contemporary sources.

In the concluding section of the research, the contributions and impacts of this period
on the Turkish economy were emphasised. This analysis underscored the historical
significance of this era by evaluating the economic and political consequences of
cooperation between the Soviet Union and Tiirkiye. This research provides insights into how
economic relations between the two countries have evolved historically, expanding beyond
military and political dimensions into broader economic and trade partnerships. It highlights
a transition from historical competition for control over the Eastern European region to a
more cooperative approach.

2. Economic Challenges in the Russian Empire Before World War 1:
Industrialization, Peasant Reforms, and Socioeconomic Strains

Before World War |, the Russian Empire's economy was marked by significant
challenges that hindered its development and laid the groundwork for future upheavals.
Despite some progress, the empire struggled with serious industrialisation issues,
particularly in the railway sector, which was crucial for economic expansion but plagued by
inefficiencies and corruption. Furthermore, the Peasant Reform, aimed at resolving the
agrarian crisis by redistributing land, failed to alleviate the acute land shortage and
intensified socioeconomic tensions within rural communities. These unresolved issues
stifled economic growth and contributed to widespread dissatisfaction, leading to
revolutionary sentiments and a profound transformation in the sociopolitical landscape. This
critical examination of the pre-war economy reveals the deep-seated problems that paved
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the way for the radical economic policies following the October Revolution and the eventual
degradation of the empire as a political entity.

Russia had become significantly powerful in various aspects of Europe just before
the outbreak of the World War. The primary source of this power was its vast and rich
underground resources and a strong army. Additionally, the country was experiencing
continuous development in its industrial sector. The same situation applied to economic
indicators and production. Thanks to successful policies, Russia also gained influence in
agriculture and animal husbandry. The support provided to landowners and rural inhabitants
through the 1861 Russian Peasant Reform led to increased agricultural production. Between
1870 and 1900, agrarian areas expanded by 20.5%, arable land increased by 40.5%, and the
number of livestock rose by 9.5% (Georgievich & Sergey, 2019: 111). Significant progress
was made in the production and export of grain products. In 1911, 53.4% of all grain was
exported (Georgievich & Sergey, 2019: 41). During this period, alongside the United States,
the Russian Empire became one of the leading countries in grain production and faced no
issues in this sector (Bcal, 1828). Russia's vast agricultural lands accounted for
approximately a quarter of global wheat production. The same situation applies to dairy
products (Vasilievich, 2006: 116). Russia's status as an exporter of dairy products at the
beginning of the 20™ century, when such products were considered luxuries, made the
country a strategic power in animal production.

In the late 19" century, Russia's position in industry displayed a structure quite
distinct from agricultural developments. Despite numerous industrial enterprises in Russian
territories, they were not comparable to the industries of the United States and the United
Kingdom. The Russian industrial sector of the 19" century primarily consisted of small-
scale enterprises employing fewer than 100 individuals (Vasilievich, 2006: 117). However,
the impact of the 1861 Peasant Reform on the development of Russian industry is a complex
and multifaceted issue. While the reform aimed to modernise the agricultural sector and
stimulate economic growth by emancipating the serfs and providing them with land, its
outcomes were not unequivocally positive. The reform led to significant social and economic
disruptions and the intended boost to industrial development was offset by ongoing
challenges in agricultural productivity and rural economic conditions. This complexity
highlights the need for a nuanced understanding of the role of reform within the broader
context of Russia's industrialisation efforts. By the early 20™ century, approximately 70% of
industrial enterprises had become large-scale establishments (Anfimov & Korelin, 1995:
55).

Another factor contributing to industrial development was the railway system.
Similar to its impact in England, railways played a significant role in fostering industrial
growth in Russia. Particularly after 1880, railway lines were constructed throughout most of
the empire (Searight, 1992: 171). The opening of the 10,000-kilometer-long Trans-Siberian
Railway facilitated the transportation of Siberian minerals to industrial zones. The expansion
of railways and the displacement of craft enterprises by large-scale industrial establishments
marked a new phase for Russian industry. With state support, industrialisation experienced
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a significant boost (Gregory & Sailors, 1976: 837 ). Despite this surge, Russia had several
deficiencies in industrial infrastructure and finance compared to European states (Gregory
& Sailors, 1976: 838). Nevertheless, due to its vast territories and underground resources,
the Russian Empire ranked among the top five countries in global industrial production
before the outbreak of war (Grossman, 1973: 490). Furthermore, industrial development
during the First World War was primarily driven by the exigencies of the conflict. The war
necessitated a significant ramp-up in production, particularly in sectors related to armaments
and military supplies, which catalysed further industrial expansion. However, this growth
was primarily focused on meeting the immediate needs of the war effort, which influenced
the nature and direction of industrial activities during this period. (Bolotin, 2001: 107). The
Russian Empire occupied a prominent position among the world's leading countries in both
agricultural and industrial production.

3. Industrialization Policies After the October Revolution

Following the October Revolution of 1917, all institutions in the Russian Soviet
Federative Socialist Republic (RSFSR) were negatively affected due to the ensuing civil war
and the lingering impacts of the First World War and foreign interventions. The combined
pressures of internal conflict and external interference exacerbated the challenges faced by
the new Soviet government, leading to widespread institutional disruption and societal
upheaval. Production in mining operations ceased, many industrial facilities closed down,
and there was a decline in agricultural and livestock production (Simonov, 2017: 22-23).
This unfavourable situation resulted in significant economic challenges between 1917 and
1922 while the civil war was ongoing. (Pryatula, 2023) With the end of the Civil War, a
period of recovery began (Feldman, 2014: 207-208). Immediately after gaining power,
prominent figures such as Lenin, Trotsky, and other Bolshevik leaders initiated efforts to
transform the Soviet Union by establishing a robust industrial base and a strong military.
Their leadership was instrumental in directing the nation’s resources towards achieving these
strategic objectives. The promises made to the people during the revolutionary process were
ambitious. However, fulfilling these promises required substantial financial resources and a
workforce (Feldman, 2014: 208).

In 1921, key Soviet leaders, including Vladimir Lenin, who was instrumental in this
initiative, directed economic policies that established a system known as the 'New Economic
Policy' (NEP). This policy encompassed a series of laws and regulations designed to
stimulate economic recovery by reintroducing limited market mechanisms within the
socialist framework. Accordingly, a series of decisions were made to reshape the country's
agriculture and industry. Changes were made to the tax system to involve peasants more
actively in production. Policies aimed at improving the welfare of workers and peasants,
considering them as the main factors of the economy, were formulated. Instead of complete
state control in all areas of public enterprise, a mixed system was established. Small
enterprises (employing up to 20 workers) could remain under private ownership (Carr, 1990:
58). Collaborations between foreign enterprises and state-owned industries were permitted.
Only large-scale enterprises were nationalised. These policies were designed for a smooth
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transition to a socialist economy. Until 1928, the Soviet government avoided radical
economic policies (Kamalova, 2008: 71).

4. Five-Year Plan for 1928-1932

From 1921 to 1928, the Russian Soviet Federative Socialist Republic (RSFSR),
which later became a part of the newly formed Soviet Union, successfully implemented a
mixed economy. This approach was characterised by state control and market-oriented
reforms under the New Economic Policy (NEP). While predominantly allowing private
enterprises in agriculture, retail, services, food, and light industries, heavy industry,
transportation, banks, wholesale, and international trade were under state control. Between
1921 and 1928, public investments remained limited as the focus shifted towards
nationalising existing private-sector institutions. This period they marked a significant
transition under the New Economic Policy (NEP), balancing limited state investment with
strategic steps toward consolidating economic control through nationalisation. During this
period, there was a greater emphasis on steps toward nationalisation of existing private-
sector institutions. Despite positive economic trends following the civil war, it became
necessary to take more radical steps for the political ideology to be accepted by the people.
The rapid establishment of large industrial enterprises and creating a powerful army capable
of competing with European states would serve as significant propaganda tools for the
regime's continuity. It would be inconceivable for the Soviet people to struggle with
unemployment and insufficient basic food items while European states were utilising the
wealth of the industrial revolution to improve the welfare of their populations.

By 1928, the industrial output of raw materials had reached 3.5 million tons of pig
iron, 4.3 million tons of steel, and 3.2 million tons of rolled products (Zelinskii, 1979: 279).
These figures indicated that the Soviet Union was not fully utilising its resources. Increasing
production and resolving the issue of raw materials were among the primary challenges to
be overcome for industrial development (Kamalova, 2008: 71-72). Due to these reasons, the
authorities changed their existing economic policies in the second half of the 1920s,
transitioning towards planned economic policies with future-oriented goals.

The new economic policy implemented before the 1929 Crisis was called the "Five-
Year Plan". According to this plan, the state aimed to maximise its military and economic
power rapidly. The first five-year plan, which spanned from October 1, 1928, to October 1,
1933, was announced at the XVI All-Union Conference of the All-Union Communist Party
(Bolsheviks) in April 1929. It was subsequently approved by the VV All-Union Congress of
Soviets of the USSR in May 1929 and implemented soon after that. In line with this,
investments in line with the political, organisational, and ideological characteristics of the
October Revolution were implemented across all aspects of the economy (Ordick, 1939:
148). The goal was to increase industrial production as much as possible by utilising new
technologies.
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Technical inadequacies emerged as the primary obstacles while preparing a plan
aligned with the goals. Although work began promptly, specific problems were encountered.
During the project formation phase, it was understood that the expert workforce in the Soviet
Union would be insufficient to achieve the objectives (Melnikova-Raich, 2010: 59-60). To
address this issue, Soviet leaders made a radical decision and reached an agreement with the
American company Amtorg Trading Corporation. Amtorg, officially established by the
Soviet Union in New York as a joint-stock company, was formed by merging two previous
commercial Soviet entities and included Soviet capital participation®. According to this
agreement, renowned industrial architect Albert Kahn was designated to design the
industrial cities in the Soviet Union. Kahn was among the respected figures of the time who
had significantly contributed to Ford's global automotive dominance. Between 1929 and
1932, Amtorg and Kahn designed around 500 industrial enterprises in the Soviet Union
(Melnikova-Raich, 2010: 62-63). Many foreign experts provided services in various fields
during this period. The designed enterprises later transformed their surroundings into
industrial cities (Melnikova-Raich, 2010: 73).

The success of establishing these enterprises directly contributed to the reduction of
unemployment (Kessler, 2001: 78). The holistic design of factory buildings, residential units
for workers' families, schools, healthcare institutions, and social facilities accelerated labour
migration from rural areas to the regions where factories were established. Kahn played a
significant role in the campus-like design of factories. This design approach was continued
to develop future factories in the USSR. While implementing the initial plans, American and
Russian workers collaborated in the construction and subsequent operation of the factories
(Kleisinger, 2018: 68-74). These efforts yielded quick results, and rapid development was
observed in various industry sectors. Establishing numerous enterprises in Soviet cities like
Leningrad brought about a need for more workers. As a result, the population in the regions
where industrial enterprises were established rapidly increased (Kessler, 2003: 77).

Table: 1
Change in Some Industrial Products in the First Five-Year Plan Period
Industry Branch The 1928 Year The 1932 Year
Electricity (billion kWh) 5,0 13,5
Radio receivers (thousand) 3.0 29
Automobile (thousand) 0,84 239
Tractor (thousand units) 1,3 48,9
Knitwear (million pieces) 8,3 39
Cement (million tons) 1,8 35
Machine Tools (thousand pieces) 2,0 19,7
Resins and plastics (thousand tons) 0,2 2,8

Source: enmpanvnoe cmamucmuueckoe ynpasnenue, 1968: 46.

The first plan not only included industry but also aimed to increase production in
agriculture. The inclusion of tractors and technical equipment in the plan had a positive

L Amtorg Trading Corporation was not just any American company but a Soviet entity registered in New York,

designed to facilitate Soviet trade with the United States. It served as a critical channel for the USSR to acquire
industrial technology and expertise from the West during a time when direct commercial relations between the
two countries were limited.
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impact on agricultural products. As a result, the Soviet industry reached the capacity to
produce all kinds of equipment necessary for agricultural production. However, due to
misguided agricultural policies, some regions of the Soviet Union experienced severe famine
between 1932 and 1933 (Kulchytsky, 2018: 52, 66). The rapid collectivisation of agriculture
and erroneous grain procurement policies led to this artificial scarcity. Additionally, these
misguided agricultural policies triggered food inflation in cities. Particularly noteworthy is
the importation of certain farm products during the Famine (Tegin, 2022). The famine
overshadowed the success of the First Plan, which occurred during industrial development.

During the implementation process of the first plan, economic cooperation with
Germany was increased to overcome the capital shortage. Commercial relations with
Germany significantly financed new businesses during this period (Tegin, 2022). The
products of the enterprises established within the scope of the first plan in the Soviet Union
had a significant share in recovering the collapsed German economy after The First World
War. The Soviet Union continued to export industrial products to Germany until the Second
World War. As a result of the successful implementation of the five-year plans in the USSR,
the country achieved industrialisation, collectivisation of agriculture, and cultural revolution
(CoBerckas Dunukiaoneans, 1953: 231).

5. The Second Five-Year Plan for 1933-1937

The rapid acceleration of industrialisation in Soviet Russia was a significant factor in
formulating and implementing a new five-year plan. The experiences gained from the First
Plan served as the foundation for developing the new plan. Unlike in the previous period,
the plan's design was executed solely by Russian engineers and experts, highlighting a
significant shift towards domestic expertise and self-reliance in technical fields. This
difference led to setting higher goals for the plan, which were as follows
("Kommynuctuueckass I[laptus O6 Urorax Ilepeoit M 3amavax Bropoit [Iatmmetok"
Communist Party About the Results of the First and Objectives of the Second Five-Year
Plans, 2023):

Increasing the efficiency and quantity of means of production,
Accelerating collectivisation,

Increasing the value of money and reducing inflation,
Renewing technical equipment in all fields,

Sourcing all skilled labour, such as mechanical engineering, from national
resources,

Increasing coal production for iron production,

Increasing the number of power plants,

Increasing the number of metallurgical facilities,

Expanding the chemical industry,

Mechanization in the food industry.
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In addition to these goals, the Second Plan emphasised the construction of railways,
dams, and water transportation channels to support agricultural and industrial production.
The work on implementing the plan began immediately after its acceptance at the 17"
Congress of the All-Union Communist Party of the Bolsheviks (Feldman, 2021: 127).

The Second Five-Year Plan followed a more successful trajectory in achieving its
goals, building upon the experiences gained from the first five-year plan. During this period,
the Soviet Union established large factories and installed numerous power plants.

Table: 2
Change in Some Industrial Products in the Second Five-Year Plan Period
Industry Branch 1932 1937
Electricity (billion kwWh) 13,5 36,2
Radio receivers (thousand) 29,3 200
Automobile (thousand) 23,9 200
Tractor (thousand units) 48,9 51
Knitwear (million pieces) 39 157
Cement (million tons) 3,5 55
Machine Tools (thousand pieces) 19,7 48,5
Resins and plastics (thousand tons) 2,8 8,6

Source: Lenmpanvnoe cmamucmuueckoe ynpasnenue, 1968: 46.

Thanks to mechanisation, industrial production has reached a higher level of
agricultural output. Furthermore, reducing issues related to collectivisation in agriculture
and implementing supportive policies have positively impacted production. The increase in
the production of products such as meat, milk, wheat, and cotton has significantly
contributed to accessible and affordable access to food products for the population following
the period of scarcity experienced by the Soviet Union.

6. The Influence of the First and Second Five-Year Plans on Turkish-Soviet
Relations

The First Five-Year Plan was introduced in 1928 and focused on increasing industrial
production, particularly in heavy industries such as steel and machinery. It also aimed to
improve transportation and communication infrastructure and modernise agriculture
(Simonov, 2017: 22-23; Dobb, 1953). The set targets within the plan were achieved mainly
with industrial production growing at an average rate of 14.5% per year (World Bank, 2023).
The Second Five-Year Plan was launched in 1933, building upon the successes of the first
plan. It continued to focus on increasing the production of consumer goods and expanding
heavy industry. The plan also aimed to improve industrial workers' productivity and working
conditions. During the Second Five-Year Plan, industrial production in the Soviet Union
remarkably increased. Strong growth was mainly observed in heavy industry, with rapid
steel, coal, and other essential goods production increases. The Soviet Union rapidly
transformed into a significant industrial power with a modernised economy. The dynamics
of the Soviet Union's industry underwent substantial changes due to the first two plans. The
efficient allocation of financial and labour resources to the sector reduced production costs.
Technological advancements led to a significant increase in production rates. Migration
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from rural to urban areas contributed to the numerical growth of skilled labour. External
policy played an essential role in shaping the second plan. Hitler's rise to power and his anti-
socialist rhetoric led to a shift towards greater emphasis on military industry. However, the
Second Plan's effects had more positive economic implications. The increased agricultural
production in the late 1930s and reduced monetary supply issues helped decrease inflation
(Ofer, 1987: 1793-1794). Moreover, the long-standing rationing system for essential food
distribution was discontinued. By 1937, a balance in foreign trade was achieved, and the
rubble gained value. Consequently, the second plan resulted in outcomes closer to the
targeted objectives. Numerous researchers have described the planned decade as when the
Soviet Union underwent industrialisation.

However, alongside their successes, the plans also had failures (Furniss, 1933: 630-
631). Despite the vast agricultural and livestock potential across the extensive territories of
the Soviet Union, there were still issues with ensuring the entire population's access to basic
food supplies during the planned period. The introduction of a ration card system for optimal
food distribution during World War the Bolsheviks continued after the revolution. The ration
card system caused problems during the transition to socialist practices in agriculture and
livestock. The initial period of the First Plan saw significant investment growth but a decline
in agricultural production, leading to substantial inflation (Davies & Khlevnyuk, 1999: 557-
558). In the early 1930s, food inflation and budget deficits increased, and famine began in
regions such as the Middle Volga, North Caucasus, Ural Mountains, Volga, South Urals,
and Western Siberia. Unplanned collectivisation efforts in agriculture and livestock resulted
in decreased production. The decline in production led to famine, budget deficits, and
inflation. Workers' wages fell below the minimum living standards in cities, making it more
challenging to achieve production goals in the industry.

7. Industrialization Thought of Tiirkiye After 1923

Anatolia, which constituted the main territorial structure of the Ottoman Empire,
became a cheap and high-quality raw material market for European industry in the 19t
century. Raw materials were transported to European enterprises through primarily foreign
companies and transformed into finished goods there. The Ottoman Empire created an
economy dependent on imports by purchasing final products whose raw materials were
supplied from its territories. Furthermore, the scarcity of industrial production facilities led
to an increase in the current account deficit. To cover the current account deficit, constant
borrowing was pursued, resulting in the Ottoman economy becoming unable to repay its
debts in the second half of the 19" century.

After the establishment of Tiirkiye in 1923, key policymakers such as Mustafa Kemal
Atatiirk and Ismet Inénii, along with their economic advisors, immediately initiated efforts
to increase the number of industrial enterprises. These efforts were part of a broader strategy
to modernise and industrialise the nation's economy. The urgency to put the factors of
production into operation arose for the establishment of new enterprises. However, the
limited capital and technical infrastructure made it impossible to establish new enterprises.
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After the cumulative economic setbacks following the First World War and subsequent
conflicts, including the Greco-Turkish War - which, despite ending in a victory for Tiirkiye,
left significant economic challenges - starting industrial production from scratch proved
highly challenging. The nation faced the arduous task of rebuilding its economy amidst the
widespread devastation. Significant difficulties in the infrastructure resources constituted
the factors of production, including capital, labour, land, and entrepreneurship. Tiirkiye had
to start from scratch the industrialisation process that European countries had begun two
hundred years ago. The goals were ambitious, but there was neither sufficient capital
accumulation nor an expert workforce within the country to achieve them.

Upon its establishment, Tiirkiye aimed to realise sociocultural revolutions and pursue
an economic policy focused on avoiding current account deficits, producing industrial goods
domestically, and attracting foreign investors. In line with this mindset, extensive privileges
were granted to attract foreign investors to the country (Okgiin, 1997: 137). Although tax
exemptions, land allocations, and infrastructure provisions were favourable, foreign
investment did not reach the desired level. Only a limited number of industrial enterprises
could become operational in the first decade of the Republic. As a natural consequence, the
current account deficit continued in Tirkiye, just like in the Ottoman Empire.

Table: 3
Current Account Deficit in Tiirkiye (1923-1929) (000.- TL)
Imports Export Deficit / Excess Percentage %
1923 145.076 84.819 - 60.257 -73
1924 193.892 159.100 - 34,792 -22
1925 241.141 192.049 - 49,092 -26
1926 234.323 186.123 - 48,200 -26
1927 211,194 158.268 - 52.926 -33
1928 224.008 173,907 -50.101 -29
1929 255.576 154.892 - 100,684 -65

Source: TUIK, 2013: 437.

It was well known that closing the current account deficit would not be possible
without increasing the number of industrial enterprises. Between 1923 and 1930, 201
enterprises were established within the country's borders. Out of these, 66 were established
with foreign capital. Most foreign capital enterprises were established through capital
partnerships between Turkish entrepreneurs and public enterprises. However, the production
volume of these enterprises could not reach a significant level in the country (TUIK, 2013:
115).

8. Searching for New Policy in the Economy

The Great Depression of 1929 hurt the Turkish economy as it affected countries
worldwide. The significant decline in industrial production worldwide was reflected in
prices, causing many products to plummet in the black market or become excessively
expensive. In the early 1930s, goods' unavailability or high prices disrupted export and
import balances. During a period when industrial production held significant importance,
the economic crisis led to the initiation of new economic searchings in Tiirkiye, as it did in
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many other countries. Due to the problems experienced in production during this period,
policymakers expedited efforts towards alternative policies aside from foreign capital
support. As a result, the idea of the state assuming a managerial role in the economic sphere
emerged. This idea was not exclusive to Tiirkiye but became the key to salvation for nearly
every country affected by the crisis, emphasising the need for state intervention in the
economy.

Table: 4
Current Account Deficit in Tiirkiye (1930-1933) (000.- TL)
Imports Export Deficit / Excess Percentage %
1930 147.425 151.325 +3.900 +2
1931 126.462 127.076 +614 +1
1932 85.915 101.221 +15.306 +17
1933 74.851 96.388 +21.537 +29

Source: TUIK, 2013: 437.

The effects of the 1929 economic crisis were immediately reflected in the export and
import sectors. Despite its population and production factors, Tirkiye experienced
significant decreases in export and import categories. During the crisis period, many
industrialised countries also opted to reduce imports. It can be said that the statist policies
implemented by capitalist countries such as the United States and the United Kingdom, as
well as the planned industrialisation efforts in the Soviet Union, influenced the policymakers
in Tirkiye. Planned development and statism practices were extensively discussed during
the 3 Grand Congress of the Republican People's Party, which governed Tiirkiye.
Initiatives to establish state-funded industrial enterprises in a planned manner became the
main policy of the Turkish economy. In contrast to the economic policies implemented in
the years following the establishment of the Republic, the state institutions would be
involved in every stage of production (Boratav, 2006: 23).

Soviet Russia trips provided the executive leadership with valuable insights for the
continued implementation of the principle of statism. The production figures resulting from
the Soviet Union's implementation of the First Five-Year Plan greatly influenced Tiirkiye's
administrative structure. Fahri Rifki (Atay) visited the Planning Department during his trip
to Soviet Russia in September 1930. He extensively documented his observations at the
Planning Department in his book "Yeni Rusya" (New Russia). The allocation of a significant
budget ranging from 86 billion to 100 billion rubles by the Soviet Russian government for
the plans greatly impressed Fahri Rifk1 (Atay) (Rifki, 1931: 141).

Table: 5
Five Years Targets
Five Years Ago Five Years Later

Electricity (KW) 5.000.000.000 35.000.000.000
Qil (Tons) 11.000.000 40.000.000
Coal (Tons) 34.000.000 110.000.000
Metal (Tone) 3.500.000 17.000.000
Train Line (Km) 79.000 100.000
Cement (Barrel) 15.000.000 85.000.000

Source: Rifki, 1931: 141.
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While the Soviet Union's plans appeared impressive, their immediate success did not
translate into positive outcomes for the population. Despite record-breaking production
growth, the Soviet people faced long queues and ration cards for essential goods, and
misguided agricultural policies led to famines (Davies & Khlevnyuk, 1999: 557-558). In
contrast, the Republic regime in Tirkiye, with its transformative goals similar to the
Bolshevik Revolution, faced the challenge of sustaining the regime without creating a
welfare society. This unique situation deeply affected the Anatolian people (Cavdar, 2003:
225).

In the early months of 1931, Mustafa Kemal embarked on nationwide trips, directly
engaging with the public. Economic issues such as unemployment and cost of living became
the main focus of these trips (Yildirim, 2021: 206). Immediately after the nationwide trips,
Mustafa Kemal dissolved the parliament upon his return to Ankara. It was evident that the
people's trust in the leadership that established the country was diminishing daily due to
economic problems. Mustafa Kemal clearly expressed this situation in a statement to the
press (Cumhuiyet, 1931: 1): "...when our nation's trust in us is once again manifested as
inspiration and a source of strength in all our endeavours, it will be seen once again how
unshakable the foundation we rely on to pursue our national ideal is..." The leadership's
recognition of the economic challenges and their commitment to address them was crucial
for ensuring the regime's continuity. In line with this thinking, the leadership shaping the
economic sphere intensified their work on the policy of statism.

9. Planned Industrialization Studies

Tiirkiye's founding leadership has always supported the establishment of industrial
enterprises through state intervention. In both Tirkiye and the USSR, key political figures
have played a crucial role in shaping the economy. Despite limited state resources, these
leaders have implemented various forms of support, including financial grants, land
allocation, and infrastructure development, benefitting domestic and foreign entrepreneurs.
During 1923-1930, although many large-scale enterprises were seen as private initiatives,
they still required support from different state enterprises to operate. However, many of the
planned industrial enterprises could not be established. The inadequacy of state-supported
businesses accelerated the efforts of the economic decision-makers to make the new statism
policy more planned. The cadre movement, which holds an important place in Tiirkiye's
political ideology, and Vedat Nedim's statement in the first issue of the cadre magazine
highlighted that the ideology of statism differs significantly from the systems implemented
in other parts of the World (Nedim, 1932: 8): "...like our other revolutionary elements, our
economic revolution will also be an original work. The post-war economy has three major
issues. 1- Establishing a communist economic system instead of the capitalist economic
system... Russia is working on this. 2- Establishing a capitalist economic system... This is
what the League of Nations is striving for. 3- Creating an independent national economy
instead of a colonial economy... This is what the Republic of Tiirkiye is considering." The
term "independent national economy" in these words refers to the statism practice desired to
be implemented in the country. The 1930 March Report prepared by the Ali Economy
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Council, established to shape economic life during the crisis (Tezel, 2002: 293), laid the
foundation for planned statism practices (Cumhuriyet, 1930: 1-4).

During this period, significant financial investment was required to implement
planned statism practices systematically. The repayment of Ottoman debts and the economic
crisis posed the biggest obstacles to making planned investments. Economic policymakers
greatly influenced by the successes of Soviet Russia shaped the economic sphere. However,
even starting small-scale planned industrialisation efforts proved highly challenging for the
Turkish government. The idea of overcoming technological infrastructure and financial
problems led to transforming Turkish-Russian relations from a political partnership to an
economic one. The Turkish struggle for independence immediately took steps to transform
the political partnership into an economic one. The most significant challenge in this
partnership was the regime implemented in Soviet Russia. During this period, the United
States and European countries considered the Bolsheviks the most critical threat. For this
reason, while maintaining friendly relations with the Soviet Union, the Turkish government
also tried to strengthen economic and political ties with European countries and America.

It was unthinkable for Tiirkiye, which sought to maintain good relations with Western
countries and shape its entire economy based on Soviet plans. Therefore, it was decided to
adopt a balanced economic policy, just as in politics. Guiding Tiirkiye's economic life,
policymakers did not reduce their joint ventures with capitalist countries, just as in the early
1920s. In 1930, borrowing $10 million from the United States and granting the match
monopoly to an American company, followed by the visit of Soviet Foreign Minister M.
Litvinov the following year, were indications of the balance policy (Siikan, 2014).

Tiirkiye's economic policies, shaped by statism practices from its establishment, have
been subject to various methods to be transformed into a planned structure (Boratav, 2006:
26). Tirkiye faced two options: the first option was the statism practices implemented by
America and some capitalist European countries aiming to minimise the effects of the
economic crisis. The second option was the planned statism practices implemented by the
Soviet Union. The limited scope of statism practices in capitalist countries, which consisted
only of efforts to alleviate the effects of the crisis, would not be sufficient for Tiirkiye. The
statism policies implemented in the Soviet Union, on the other hand, were shaped to liquidate
the private sector completely. Additionally, although the first and Second Five-Year Plans
implemented in the Soviet Union were successful, they led to the liquidation of the private
sector, thus creating significant drawbacks if these policies were to be implemented in
Tiirkiye. The abandonment of foreign capital and private sector support while establishing
new state enterprises shaped the ideology of statism in Tiirkiye.

Before officially starting planned statism practices, influential figures in the
economic sphere systematically wrote articles praising statism practices in publications
close to the government, such as Ulus Gazetesi, Cumhuriyet Gazetesi, and Kadro Dergisi.
These articles also highlighted the success of planned development efforts in the Soviet
Union. The first phase of planned industrialisation was to secure financial support for
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establishing enterprises. In this regard, a large delegation led by Prime Minister ismet Pasha
organised a trip to the Soviet Union on April 25, 1932 (Aksam, 1932a: 1-2). The trip's
primary purpose was to find financial support for the implementation of statism practices in
Tiirkiye. Furthermore, various economic partnerships were explored during the trip. The
spring of 1932 was the final year of the First Five-Year Plan and the beginning of
preparations for the Second Five-Year Plan in the Soviet Union. During this process, ismet
Pasha's visit gained even more significance. Soviet Russian officials warmly welcomed the
Turkish delegation, demonstrating significant interest in fostering closer economic and
cultural ties. This sentiment was prominently featured in major publications like izvestiya
and Pravda, which extensively covered the visit, emphasising its importance as a milestone
in strengthening the friendly relations between the two countries. The Turkish officials' visit
in 1932 captured widespread attention from the Russian public, highlighted as a key event
in bilateral relations and discussed across multiple articles (Aksam, 1932b: 2, 5). At the end
of the trip, a credit agreement worth 16 million Turkish Liras was reached (Cumhuriyet,
1932a: 1). The amount of 8 million would be interest-free and paid back within 20 years,
not in monetary form but in textile machinery (Asim, 1932: 1-2). The total credit was
determined as 2,565 textile machines (Bca2, 1934). By designating the credit in the form of
textile machinery, it was determined which sectors the planned statism policies would
primarily focus on.

Immediately after his trip to Soviet Russia, Prime Minister ismet Pasha travelled to
Italy on May 22, 1932, for another credit agreement. As a result of the trip, a credit agreement
was reached with Italy, and significant steps were taken towards economic cooperation
(Cumhuriyet, 1932b: 1, 4). Italy had the highest number of state enterprises after the Soviet
Union (Knight, 2003: 65). Therefore, Ismet Pasha's inspections and credit support in Italy
were part of a pre-planned policy. The loans that Tirkiye obtained from the Soviet Union
and Italy during this period played a significant role in pursuing a moderate foreign policy
strategy before World War 11.

Financial problems were resolved, and the architects of Tiirkiye’s economic life
immediately began concrete efforts to transform statism practices into industrial policies in
the summer of 1932. In this direction, Russian experts were invited to the country. A team
of experts consisting of Professor M. Orloff, M. Nikolo Kovaleski, M. Arkadiyegolini, and
M. Serj Masarin arrived in Tirkiye on August 12, 1932 (Milliyet, 1932: 1, 6). Each expert
played a significant role in the Soviet First Five-Year Plans. Professor Orloff, a senior
economic planner; M. Nikolo Kovaleski, an industrial strategist; M. Arkadiyegolini, a noted
engineer, and M. Serj Masarin, an expert in agricultural reforms, were actively involved in
shaping Soviet economic policies (Cumhuriyet, 1932c: 1, 2). The team visited every region
in Anatolia where cotton was grown. However, this trip aimed to identify the factories that
would be established for the textile industry; extensive inspections were also conducted for
the development of the chemical and iron industries (Tekeli & ilkin, 2009: 162.). Even
though this trip aimed to determine the factories for the textile industry, the only negative
point reflected in the press was that local cotton was more than ten times less efficient than
American cotton. The experts stated that rapid improvement could quickly address this issue
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(Cumhuriyet, 1932d: 1, 6). To solve this problem, the Cotton Improvement Station was
established in later years, and spinning machines, agricultural tools, and cotton seeds were
imported from the United States. In November, the Russian experts dedicated a significant
part of their completed reports to the textile industry (Bca3, 1934). Professor Orloff, who
headed the delegation, made some requests to Minister of Economy Mahmut Celal (Bayar)
before returning to Moscow to ensure the prompt establishment and operation of the
factories in Kayseri and Nazilli. These requests can be summarised as follows (Tekeli &
flkin, 2009: 163):

Opening an office for the establishment and operation of the factories,

Training the managers of the factories in Moscow,

Providing materials for the rapid completion of the construction of the factories,
Planning the energy needs of the factories,

Bringing expert technicians from the USSR to ensure the efficient operation of the
factories.

From the end of 1932, while the USSR was implementing the Second Five-Year Plan,
preliminary factory feasibility studies started in Tirkiye to create a new plan. Minister of
Economy Celal Bayar wanted to consult American (Bca4, 1933) and German (Cumbhuriyet,
1933: 1) experts in addition to Russian experts. Before the First Five-Year Industrial Plan
was created, an American economist, Walker D. Hines, and his team were asked to prepare
a report. After Hines' death, Dr. Kammerer continued preparing the report (Bcab, 1934).
However, due to the prolonged completion of the final report, it did not significantly impact
the First Industrial Plan (inan, 1972: 62, 67).

The factories in Kayseri and Nazilli, which represent the beginning of Tirkiye's
planned industrialisation process, were designed by the Turkishstroy company established
under the Ministry of the Soviet Union. This company was responsible for the design of the
factories and the infrastructure construction necessary for their operation (Kamalov, 2011:
228). The materials required for the construction were procured through this company
(Bca6, 1936). Another company task was to provide the necessary experts for the
construction. In addition, senior staff training in the factories was entirely carried out in the
Soviet Union. Russian experts' experience was utilised in the established factories in the
following years.

10. First Five-Year Industry Plan

Tiirkiye's First Five-Year Industrial Plan's conceptual framework can be traced back
to the Ottoman Empire. However, opening industrial enterprises could not be implemented
due to wars and internal political issues. After the proclamation of the Republic, a more
favourable environment was created for the state to establish industrial enterprises. In this
regard, significant investments were made, and laws were prepared. However, the social
revolutions that affected daily life led to less emphasis on the economic structure by the
country's administration. This situation changed after the 1929 Economic Crisis and
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significant revolutions. Industrialisation was identified as the primary goal of the governing
elites, and more severe steps were taken (Tekeli & Ilkin, 2009: 179). In the mid-1930s,
Tiirkiye's industrialisation proceeded in a complex structure. In addition to supporting
domestic and foreign entrepreneurs, efforts were made to establish state-owned factories
whenever an opportunity arose. This unplanned structure continued until the beginning of
the 1930s. The success of the Soviet Union's five-year plans, initiated in 1928, inspired the
architects of Tiirkiye's economic life. Through their reports, Professor M. Orloff and his
team significantly contributed to forming Tiirkiye's first industrial plan.

The financial institutionalisation was completed first in the formation of the plan. The
establishment of Siimerbank on June 3, 1933, was the first stage in implementing the
industrial plan. The bank's task was to provide financial support to state-owned industrial
enterprises. Additionally, the management of previously established state-owned enterprises
would be carried out through Siimerbank. The other tasks of the bank were as follows:

e To prepare studies and projects for industrial enterprises to be established with
state capital, apart from private sector enterprises, and to establish and manage
them,

e To provide all kinds of financial support to state-owned industrial enterprises,

e To open schools to train specialised labour for state-owned factories and to send
students for education to foreign schools,

e To provide credit to state-owned industrial enterprises,

¢ To make investments for the development of national industry.

Thus, Siimerbank became a vital institution for the First Five-Year Industrial Plan.
Starting in 1934, a budget of 6 million Turkish Liras was allocated annually for investments
in enterprises through Siimerbank to support them (Sanayi Tesisat ve Isletme ve Vekalet
Teskilatina Ilaveler Hakkinda Raporlar Birinci Kanunu, 1935: 8).

The industrial program identified five main sectors: Textiles, Mining, Cellulose,
Ceramics, and Chemicals (Sanayi Tesisat ve Isletme ve Vekalet Teskilatina ilaveler
Hakkinda Raporlar Birinci Kanunu, 1935: 11). In addition to these main sectors, a separate
category was created for essential food products such as sugar. The textile industry formed
the main structure of the plan. This sector also formed the main structure of the work carried
out by Professor M. Orloff's Russian team. Textile machinery from the Soviet Union was
operated in the Kayseri and Nazilli factories. The establishment of these two factories before
the plan indicated the importance given to the textile industry by those who shaped the
economic structure.
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Table: 6
The Influence of the Soviet Union on Businesses Established under the First Five-
Year Industrialization Plan

Business Name Status Soviet Union Influence
According to the reports of the Russian experts, it was renewed on 13 August 1934 with

Bakirkoy Cloth Factory factory in operation .
machines bought from Europe.

Malatya Cloth and Yarn It is in the process of | The establishment phase was carried out with the Soviet Union's technical and economic
Factory being established. assistance (Karabulut & Karabulut, 2016: 75).
Kayseri Cotton Factory factory in operation The Soviet Union conducted the project by furnishing and training the employees.
Nazilli Press Factory factory in operation | The Soviet Union carried out the project by furnishing and training the employees.
Eregli Cloth Factory factory in operation Russian experts determined the location of the establishment.

. . There is no opinion stated in the reports of the Russian experts Sanayi Tesisat ve Isletme ve
Hemp Industry factory in operation | \/o\ oot Teskilatina ilaveler Hakkinda Raporlar Birinci Kanunu, 1935: 32, 33)
Bursa Merino Factory factory in operation -
Karabuk Iron and Steel It is in the process of | The reports prepared by the incoming experts from the Soviet Union influenced its
Factories being established. establishment.
izmit First Paper Factory factory in operation

It is in the process of
being established.
Gemlik Rayon Factory factory in operation The reports prepared by experts from the Soviet Union were influential in its establishment.
It is in the process of
being established.
It is in the process of
being established.
Itis in the process of | The reports of Prof. Yachkovitch, a renowned economic planning and industrial development

izmit Cellulose Factory

Hami Match Factory

Superphosphate Factory The reports prepared by experts from the Soviet Union were influential in its establishment.

Chlorine Factory

being established. expert, influenced its establishment.
Porcelain Factory was discontinued
Rose QOil Factory factory in operation
Kegiborlu Sulfur Factory factory in operation The reports of Prof. Yachkovitch are influential in its establishment.
Zonguldak Anthracite Factory | factory in operation The reports of Prof. Yachkovitch are influential in its establishment.
Sponge Making Company factory in operation

Source: /nan, 1972: 18, 19.

As observed in the table above, it is evident that there was apparent direct or indirect
collaboration with the Soviet Union in the enterprises before and following the
implementation of the First Five-Year Industrial Plan. However, this process ended with the
deterioration of political relations after World War 1.

11. Evaluating the Long-Term Impact of Historical Economic Plans on
Contemporary Tiirkiye-Russia Relations

The Montreux Conference of 1936 and the Soviet Union's request for changes in the
status of the Straits in 1939 have had a detrimental impact on the relations between Tiirkiye
and the Soviet Union. With the outbreak of World War 11, the relationship between Tiirkiye
and the Soviet Union took an even more unfavourable course. During this period, Tiirkiye
pursued a policy of neutrality, while the Soviet Union sided with Germany by signing the
Molotov-Ribbentrop Pact. In 1941, following the termination of the German-Soviet Non-
Aggression Pact, Germany launched the Barbarossa Operation against the Soviet Union.
This event led to the Soviet Union's aligning itself with the Allies. As a result of these
processes, the Soviet Union came to view Tirkiye as an ally against Germany.

As the war ended, the Soviet Union-Tiirkiye Friendship and Neutrality Treaty, signed
in 1925 and renewed in 1935, was not renewed by the Soviet Union. The advent of the Cold
War brought about renewed tensions between the two countries due to ideological and
strategic differences. During this period, Tiirkiye tended to align itself with the Western bloc
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against the Soviet threat and, in 1952, became a member of NATO, further exacerbating
tensions with the Soviet Union. Throughout the Cold War, relations between the two nations
remained limited in scope.

With the conclusion of the Cold War, a positive trajectory emerged in their relations.
The dissolution of the Soviet Union in 1991 resulted in the emergence of the Russian
Federation, which increased cooperation and economic ties between Tirkiye and the
Russian Federation. Since the beginning of the 21st century, except for the incident
involving the downing of a Russian aircraft in 2015, relations have generally followed a
positive course.

During this period, planned industrial cooperation, akin to the 1930s, ceased to exist
between the two nations, and the principle of statism succumbed to capitalist economic
models. Many enterprises established during this era in Tiirkiye became largely inactive for
various reasons. Contemporary relations have predominantly centred around energy
investments. Projects such as the Russia-Tiirkiye Natural Gas Pipeline (Western Line) and
the Blue Stream Gas Pipeline hold significant places in the bilateral relationship.
Additionally, substantial investments like the Akkuyu Nuclear Power Plant epitomise
collaboration in the energy sector. Turkiye heavily relies on Russia to meet a significant
portion of its energy needs.

Moreover, the bilateral trade volume between the two nations has reached
exceedingly high. Economic cooperation continues to deepen over time. The trade volume
and energy collaboration constitute the bedrock of the relationship. Looking forward, there
is anticipation for the exploration of cooperation in broader sectors and an increase in trade
volume. Nevertheless, it is imperative to consider political and economic challenges;
concerted efforts must be made to overcome these challenges, lest the relationship between
the two nations regress into a period of decline.

12. Conclusion

Turkish-Russian relations were mainly unfavourable throughout history until the
Bolshevik Revolution of 1917. The establishment of the Soviet Union and the national
struggle initiated by Mustafa Kemal Pasha brought the relations to a different point. The
formation of Tirkiye challenged the existing imperialist understanding, while the
establishment of the Soviet Union questioned the capitalist system. This framework led to a
convergence between the two states. Relations between the Soviet Union and Tiirkiye began
immediately after the assembly's opening in Ankara and continued as friendly relations until
the end of World War Il. During the Turkish War of Independence, numerous political and
military agreements were made between the USSR and Tiirkiye.

The successful implementation of the five-year plan in Soviet Russia, commencing
in 1928, captivated the interest of Tiirkiye. Consequently, the Ankara government actively
sought to enhance and expand its economic engagements with the Soviet Union. Delegations
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from Tiirkiye visited the Soviet Union to study the First Five-Year Plan and its effects
starting from the early 1930s. The impressions from these visits were extensively covered
in books and newspaper columns in Tirkiye. The success of the Soviet Union in increasing
industrial production influenced the decision-makers in the Turkish economy. Ankara
quickly initiated efforts to promote economic cooperation with Moscow. The Soviet Union
welcomed closer economic ties and supported Tiirkiye in the form of credit, including the
grant of industrial machinery. Moreover, Soviet experts were sent to Anatolia to assist in
preparing Tirkiye's industrial plans. After months of trips, Russian experts submitted
comprehensive industrial plans in written form to the government. These plans formed the
main structure of Tirkiye's first industrial plan. Additionally, joint companies were
established to construct factories, and numerous Russian experts came to Anatolia as a
workforce. As a result, Tirkiye succeeded in putting many industrial enterprises into
operation, with significant influence from the Soviet Union. Furthermore, the plans
implemented in both countries served as successful examples of state intervention
worldwide. The Soviet plans were a more comprehensive example than Tirkiye's plan's
narrower scope. As a result of these plans, production spread throughout the countries, and
imports decreased. In conclusion, the increase of output directed towards industry during a
period affected by the effects of the global economic crisis strengthened the political position
of the Ankara government.
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Abstract

This study examines the effects of fundamental public offering indicators in seasoned public
offering companies on current ratio, return on equity and financial leverage ratio in the long and short
term. For this reason, the Panel ARDL error correction model was applied by using the data of 40
stocks between 2005-2022. The analysis results are consistent with the literature, and it is found that
the degree of financial leverage decreased and liquidity increased after the public offering; it was
emphasised that this financial recovery has regressed in the long term. In this context, a perspective
supporting the literature within this spectrum could be presented about the effects of fundamental
public offering indicators on the current ratio, return on equity and financial leverage ratio in seasoned
public offering companies in the long and short term.
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Bu calismanin amaci, donemsel halka arz firmalarinda temel halka arz gostergelerinin, uzun
ve kisa dénemde cari oran, 6z sermaye karliligi ve finansal kaldirag orani tizerindeki etkilerini
incelemektir. Bu sebeple 2005-2022 yillari arasindaki 40 hissenin verilerinden yararlanilarak Panel
ARDL hata diizeltme modeli uygulanmistir. Analiz sonuglari literatiir ile uyumlu olup, halka arz
sonrasi finansal kaldirag derecesinin dustigi, likiditenin yiikseldigi; uzun vadede ise bu finansal
iyilesmenin geriledigi vurgulanmugtir. Bu kapsamda g¢alismanin amaci ile dénemsel halka arz
firmalarinda temel halka arz géstergelerinin, uzun ve kisa donemde cari oran, 6z sermaye karlilig: ve

finansal kaldirag oran1 tizerindeki etkilerine bu yelpaze icerisinde literatiirii destekler nitelikte bir bakig
agist sunulabilmistir.

Anahtar Sozciikler :  Dénemsel Halka Arz, Borg ve Oz Sermaye, Panel ARDL Hata
Diizeltme Modeli.
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1. Introduction

Although the reasons why companies turn to public offerings may vary in line with
different goals, the main reason is to create capital to achieve other goals. This goal may be
to create growth potential within the scope of investment or growth expectations or to
accelerate this growth potential further. Or, it may be possible to create a source of funds
without borrowing in the face of a funding requirement, thereby achieving greater
recognition and access to investors and creating more borrowing capacity by avoiding the
burden of principal and interest. Whatever the reason, a successful initial public offering
(IPO) will signal that the next offering attempt is not far away. An IPO facilitates the infusion
of external funding into a company by expanding its cash capital, thereby inducing a surge
in its financial performance. The studies on the subject found that liquidity increased while
the degree of financial leverage decreased in the short term after the IPO. In the long run, it
is emphasised that this financial recovery has regressed. Welch (2004), Dudley and James
(2018), Kog¢demir and Kiigiikgolak (2021) are some of these studies. Lemmon et al. (2008)
described this decline in financial recovery as a return to the pre-1PO financial structure.

According to Jegadeesh and Titman (1993), the financial performance of companies
will be shaped by the financial performance of the previous period. In their study, Harjoto
and Garen (2003) stated that unexpected growth after the offering increased the tendency
towards public offering again in the following four years. In other words, these companies
prioritise the issuance of stocks over-borrowing. Of course, the stable economic structure
will also have a significant share in these repeat public offerings. A predictable and stable
economy will further pave the way for growth targets and increase the appetite for capital.

Many academic studies have studied whether companies will borrow to meet their
funding needs or issue new stocks by increasing their paid-in capital. While most companies
prefer debt, some like to issue stocks predominantly; the effects of debt or stock issuance on
the target of the financial leverage ratio is a subject that has been studied with interest in the
field literature. The fact that there is no consensus on how the decisions to be taken in the
face of funding requirements are shaped, even though they are frequently questioned in the
finance literature, can be interpreted that the theoretical findings will be discussed
extensively in the future. The basis of the differences of opinion on the subject is based on
the difference in the fund preference order between the trade-off theory and pecking order
theories, which constitute the basic building block of modern capital structure theories. The
starting point of the differences of opinion is the trade-off theory, which always prioritises
borrowing by calculating the balance between the tax shield effect created by interest
expenses and costs, and the pecking order theory, which suggests that internal fund sources
are the most reliable source of funds. Although they put forward different views in their fund
source preferences, the question of "which funding source can | achieve the most benefit
with the least cost" forms the basis of both theories. Studies in the literature have also
pioneered many views based on these two theories. Most studies advocate that borrowing is
the only external funding source that can provide benefit and cost balances. The main point
of the studies is the tax base reduction that will be created by borrowing. It has been claimed
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that meeting the requirement of external funding through the issuance of stocks is highly
costly. Myers (1984), Myers and Majluf (1984), Stulz (1988), Mehran (1992), and Ruutu
(2010) are some of these studies. Some studies have stated that obtaining funds from outside
with the issuance of new stocks constitutes an alternative to borrowing. Rajan and Zingales
(1995), Carpenter and Petersen (2002), Frank and Goyal (2003), Brau and Fawcett (2006),
Johansson and Lundblad (2011), Stamou et al. (2020) are some of these studies.

Although there is no clear foresight on the subject, the general opinion is that
companies that exceed the upper limit of the target of the financial leverage ratio will tend
to issue stocks, while companies that fall below the lower limit of the target of the financial
leverage ratio will inevitably resort to borrowing. Of course, the existence of other factors
cannot be ignored. In particular, tax reduction appears to be the most critical factor. The
ability to deduct interest expenses incurred due to borrowing from the tax base highlights
the tax shield effect of debt. Companies that go public by re-issuing stocks through capital
increase receive tax deductions on the amount of capital increased in cash at specific rates.
This provides an alternative to the tax advantage of borrowing. It can be accepted that both
fundraising tools have advantages over each other.

When the orientations of companies in Turkey regarding their funding requirements
are examined, striking figures are encountered. When the BIST-2022 Integrated Activity
Report was reviewed, 40 companies held their initial public offering in Turkey in 2021 and
raised 19.3 Billion TL of funds. It is seen that 20 companies whose stocks were offered to
the public through paid-up capital increase by going to seasoned equity offering (SEO) after
the initial public offering collected 5.11 billion TL of funds. The number of debt instrument
issues was 1855 for 2022, and 361.6 billion TL issuance revenue was obtained. It can be
said that the number of IPO stock issuances, the number of SEO stock issuances, and the
revenue obtained are almost a big difference. However, there is also a gap between the
number of debt instrument issues and revenues versus stock issues. Considering the number
of debt instrument issues and the issue revenue obtained, it can be said that debt instrument
issuance may have been more attractive to companies. Then, suppose the debt instrument is
more attractive. Why did the companies return to public offering after the initial public
offering, even when there was a more attractive issue instrument?

Modigliani and Miller (1958), who pioneered the studies on capital structure with the
view that the capital structure is independent of the value of the company in perfect market
conditions without tax, stated that the choice of debt or new stock issuance is not important
in the face of the need for funds. Because the company's value is not affected by fund
selections or capital structure decisions, in 1963, Modigliani and Miller argued that
maximum benefit could be achieved with maximum debt utilisation, considering the tax
effect. However, he criticised the view that there is a greater tendency towards debt because
the costs of issuing stocks are much higher in the face of fund requirements. It was
emphasised that the only factor differentiating the cost in both funding sources is the tax
shield and that this difference is only approximately 25%. They stated that in a position
where there are no taxes, this cost difference would be negligible. The study results show
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that as the interest rate decreases, the tax base for interest expense will also decrease, so the
tax advantage of the debt will become insignificant. Since the tax base deduction right for
both fund sources is granted to companies in Turkey, it is evident that they can replace each
other. According to Modigliani and Miller (1958), a current or recent means of earning will
attract the company in the near future. In this case, a company that has started to go public
by issuing stocks will likely want to go public by reissuing stocks soon.

However, the number of companies in Turkey that turned to SEOs again after IPO is
minimal compared to the number of companies traded on BIST. Although they are small in
number, the main reason why companies choose SEOs in response to their funding
requirements is in their public offering prospectuses. It is based on reasons such as meeting
working capital needs, renewal or capacity increase in production facilities, and obtaining
funds for new investment decisions. Companies turn to SEOs to raise funds. How does the
liquidity structure of these companies change as their supply density and free float ratio
increase? How are return on equity and financial leverage structures affected by this
situation? This study will seek answers to the mentioned research questions.

Considering that the tendency towards debt is more common in the literature on the
subject and that the evaluations are in this direction, it is aimed to reach the decision-makers
with the view that the final goal can be achieved with SEO. Companies should guide capital
structure decisions to balance the advantages and disadvantages of debt and SEO against
funding requirements. In this respect, it is thought that the study will significantly contribute
to the literature to highlight the importance and necessity of SEO. The study aimed to
examine the short- and long-term financial effects of fundamental public offering indicators
by identifying the companies that turn to SEOs. In this context, the study examines the
impact of fundamental public offering indicators in seasoned equity offering companies on
current ratio, return on equity and financial leverage ratio in the long and short term.
According to the study results, companies that turn to SEOs experience a financial
improvement as the number of SEOs increases and the financial leverage ratio decreases. At
the same time, these results are consistent with changes in the financial structure of
companies that prefer to borrow instead of SEO.

A literature review on the subject was conducted, and then research methodology,
hypotheses, and findings were included. Suggestions were made for future studies.

2. Literature Review

Studies on SEO companies in Turkey are scarce. However, SEOs occupy a lot of
international literature. In particular, the short- and long-term financial performance of
companies turning to SEO before and after SEO and why companies turn to SEO more
arouse curiosity among researchers. Whether companies use the sales proceeds from SEOs
for the purposes stated in their public offering prospectuses; The success of SEO applications
of companies that have come to the point of being unable to fulfil their debt obligations;
Effects of SEO practices on optimal capital structure and target of financial leverage ratio;
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What may be the factors that trigger SEO decisions; The role of SEOs in corporate finance
management and their impact on success in corporate management; The relationship
between SEO and stock return performance is among the main issues guiding academic
studies. For this study, this section will briefly include findings on the effects of SEOs on
the financial leverage ratio, return on equity and liquidity structure, and the balanced
relationship between them.

The market timing theory put forward by Baker and Wurgler (2002) emphasises that
increases will activate this balance and decreases in market value. According to general
opinion, when there is an increase in market value, it is preferable to raise funds by issuing
new stocks; when there is a decrease in market value, the choice to raise funds through debt
comes to the fore. Several studies suggest that the tendency to issue debt or new stocks in
response to funding requirements weakens the preference for another fund (Jensen &
Meckling, 1976; Frieder & Martell, 2006; Udomsirikul et al., 2011; Mohamed & Seelanatha,
2014; Andres et al., 2014; Sivathaasan, 2016; Nadarajah et al., 2018). This view is based on
the benefit-cost balance shaped by the choice between the cost of debt and equity capital
proposed in the trade-off theory. Achieving this balance is entirely shaped by understanding
minimum cost and maximum benefit. For this reason, liquidity is important. The liquidity
power of stocks reduces the cost of equity capital, and raising funds through the issuance of
new stocks is preferable to the cost of debt. Liquidity will not reach the expected levels as
the stock transaction volume remains shallow in companies with low free float ratios. In this
case, since the cost of equity capital will increase, it will be preferable to bear the cost of
debt. Although there is no consensus on the subject, when the standard views in the literature
are examined, it is seen that the fund preferences of companies cannot be separated by the
fine lines stated by Baker and Wurgler (2002). Another general opinion on the subject is that
the liquidity creation capacity of publicly traded stocks and the company's ability to obtain
debt support each other positively and can substitute for each other. Another general opinion
on the subject is that the liquidity creation capacity of publicly traded stocks and the
company's ability to obtain debt support each other positively and can substitute for each
other. A high free-float ratio increases liquidity power and paves the way for debt financing.
Then, there is a linear connection between the free float and financial leverage ratios (Ding
et al., 2016). Al-Shboul et al. (2022), if the added value created by both fund preferences is
positive in choosing funds through debt or equity, the possibility of a linear connection
between them is, of course, powerful, and they can be considered as a corporate finance
strategy that is complementary to each other. However, if these fund choices create opposite
added value, then it would be more reasonable to consider them as two balancing corporate
finance strategies rather than complementing each other. According to Mahrt-Smith (2005),
substantial debt enables strong equity capital. Still, the advantages of a dispersed or
concentrated ownership structure cannot be substituted for a good monetary incentive plan.
When the relevant literature is examined, it is seen that companies' funding preferences are
based on the connection between corporate debt, new stock issuance, and ownership
structure, and there is no consensus on the advantages created by fund preferences. While
Fu and Smith (2021) explained why companies turn to SEOs, they stated that market timing,
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trade-off and pecking order theories are insufficient and that the fund preference reasons of
SEO companies contradict these theories. According to the trade-off theory, SEO companies
have moved away from the optimal financial leverage ratio rather than trying to achieve
balance with the optimal financial leverage ratio. Contrary to the Pecking Order theory, they
pushed aside high financial leverage by using the advantage of debt at the lowest level.
According to market timing theory, they tried to reach capital requirements to implement
investment projects rather than the suitability of market conditions. According to them, SEO
companies implement a unique financial strategy by addressing the beneficial aspects of all
three theories. In this case, the advantages of debt or new stock issuance and funding cannot
be mentioned similarly.

Past studies on the link between the liquidity creation capacity of publicly traded
stocks and the free float ratio seem to be based on the relationship between entitlement and
information asymmetry. According to the general opinion in research, as ownership
concentration increases, information asymmetry will increase, stock transaction speed will
slow down, and liquidity will decrease. Ownership concentration can be considered a
harbinger of a shallow market and low liquidity. Christensen et al. (2015), agency costs
decrease as the free float ratio increases, and the information asymmetry problem becomes
more controllable. Thus, the liquidity power of publicly traded stocks will accelerate further.
All (2016) stated that since it is known that publicly traded stocks increase liquidity, it is
inevitable that there will be a linear connection between the free float rate and liquidity.
According to them, the liquidity advantage provided by public offering will also create a
distinct advantage in economic fluctuations. Rezaei and Tahernia (2013) frequently included
this view in their studies. According to them, the stocks will be traded more, creating more
fundraising capacity as the free float ratio increases. In other words, as the free float ratio
decreases, the trading volume of publicly traded stocks will decrease, and the liquidity of
the stocks will decrease. According to EI-Nader (2018), the high liquidity that comes with
an increase in the free float ratio can be observed much more clearly, even if company-
specific factors come into play. In this case, as the free float ratio increases, the public
offering density will also increase, and with the acceleration of liquidity, the public market
value will also increase. Another opinion is that in the case of block ownership, the trading
intensity decreases, and, as a result, the liquidity decreases. Ginglinger and Hamon (2012)
evaluated this situation as block ownership slows down the liquidity speed of stocks.
Therefore, dispersed ownership can be considered a liquidity prerequisite in companies with
a high free-float ratio. The lower the block ownership, the more the number of publicly
traded stocks that can be actively traded can be increased (Rubin, 2007; Brockman et al.,
2009; Yosra & Sioud, 2011; Wang & Zhang, 2015; Prommin et al., 2016). Narayan et al.
(2015) stated that stock liquidity is driven, at least partially, by the market, which may
indirectly affect the ownership structure significantly. This review was first published by
Chordia et al. (2000), which expressed the concept of "liquidity partnership" and emphasised
that liquidity cannot arise due to a feature of a single asset. According to Chordia et al.
(2000), liquidity is much more than a single feature of an asset. Therefore, the relationship
between liquidity and free float cannot be evaluated with a single factor. While the free float
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ratio affects liquidity, company-specific factors affecting liquidity, the country's economy
and market conditions will also play an active role in the free float ratio.

Return on equity, which can be considered as a measure of how much added value
can be created with the total capital invested by the company owners and shareholders, can
also be considered a market performance indicator of publicly traded stocks with the success
of the company management in SEOs and fund management. The increase in return on
equity increases the liquidity of publicly traded stocks, thereby increasing the public market
value. For this reason, the relationship between the added value created by equity capital
through SEOs and the free float rate has been discussed many times in the literature. One of
the general opinions is that publicly traded stocks add value to the effective management of
equity capital and shareholder wealth by increasing liquidity. According to Adebiyi and
Sunday (2011) and Mohammed and Fadzil (2018), a low free float rate indicates ownership
concentration. According to them, the return on equity decreases as ownership density
increases. It is known that the equity capital of companies that turn to SEO increases and
that publicly traded stocks provide more returns in the short term with the price increase,
which is expressed as a measure of return on equity. However, in the long run, the price
performance of publicly traded stocks tends to decline rapidly. For this reason, there is a
long-term negative relationship between the increase in free float ratio and return on equity
(Lukose & Sapar, 2003; Wang et al., 2006; Jiang et al., 2013). Another opinion is that the
period following the SEO announcement and the stock issuance was perceived as a negative
signal by investors and caused a negative impact by significantly reducing the SEO stock
prices. This effect resulted in poor financial performance in the long term. According to
Chen and Liu (2022), SEOs cause capital increases, but since stock prices will decrease after
the SEO announcement, earnings per stock will also decrease, and liquidity will decrease.
Therefore, it will not be possible to talk about return on equity in the short or long term.
However, to increase the success of SEOs, increasing the return on equity and capital is a
priority condition. Because if the return on equity does not increase along with the capital
increase, earnings per stock will also tend to decline. According to Netiniyom (2016), even
if the stock liquidity and transaction volume of companies with low free float rates are low,
whether the equity capital is used efficiently or not can be effectively evaluated in the long
term, depending on the dividend payment speed and the expectation of obtaining returns
from future investments. For this reason, the free float ratio cannot be expected to affect
return on equity significantly. According to Eckbo et al. (1999), SEOs reduce companies'
risk exposure against economic fluctuations by reducing the financial leverage ratio. As the
risk decreases, the stock return will also decrease. For this reason, it is predicted that SEOs
reduce financial performance in the short and long term, and there is no capital return due to
public offering. According to Ogabo et al. (2021), a low free-float ratio and high block
ownership do not significantly affect the return on equity capital. According to Sailendra et
al. (2019), the free float ratio does not affect the return on equity capital.
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3. Development of Theory and Hypothesis

According to Modigliani and Miller (1958), SEOs represent a small proportion of
outstanding capital. For this reason, it cannot be expected to cause a significant change in
the financial leverage ratio. Therefore, the ability to change this expectation depends on
maximising the public market value with the increase in the free float rate. Considering that
there is no fixed optimal leverage structure for companies, even if they operate in the same
sector with the same transaction capacity, it should be regarded that a different capital
structure for each company will represent this expectation. Of course, the company's choice
of issuing debt or new stock and the weight of these preferences will play an important role
in the company's financial leverage, profitability and liquidity flow. However, the most
fundamental debate in academic studies is whether these preferences will be shaped by the
issuance of new stocks, which is presented as the last choice by the pecking order theory, or
by the optimal financial leverage structure, which emphasises minimum cost-maximum
value by the trade-off theory. Although a general opinion on the subject cannot be reached,
the fact remains that debt and stock issues are the only sources of funds that can replace each
other. Balanced use of these resources is inevitable to maximise optimal financial leverage,
minimum cost of capital, and maximum shareholder and company value. This balance,
which will vary according to the company-specific factors, will create a cycle of liquidity,
financial leverage and profitability.

When the relevant literature is examined, it is seen that this cycle is handled within
the framework of modern capital structure theories and that company-specific factors and
financial leverage ratios are associated with the change in the capital structure of companies.
According to capital structure theories, funding through borrowing was preferred instead of
SEOQ in response to funding requirements, and the view that providing funding through SEO
was more costly was brought to the fore. Many studies based on this view have evaluated
the changes in the financial leverage ratio within the company's financial framework,
focusing on the role of debt in capital structure decisions. Changes in liquidity and
profitability structure due to changes in financial leverage ratio are one of these evaluations.
In these evaluations, it is seen that the differences of opinion regarding the relationship
between financial leverage, liquidity and profitability dominate the literature. As a matter of
fact, unlike Bradley et al. (1984), who suggests that the solvency of companies increases as
their liquidity increases, Sheikh and Wang (2011), Babu and Chalam (2014), Umer (2014),
Kiract and Aydin (2018) stated that companies with high liquidity do not need to obtain
funds from outside and that there is no linear relationship between financial leverage and
liquidity.

Rajan and Zingales (1995) and Huang and Song (2006), who suggest that as
profitability increases, the solvency of companies will increase and there will be less need
for borrowing, are some of the studies that support this view. According to the studies of
Mehrotra et al. (2005) and Cole (2013), as profitability increases, the appetite for borrowing
also increases along with the increasing debt payment ability. Titman and Wessels (1988),
Frank and Goyal (2009), Chakraborty (2010), Oino and Ukaegbu (2015), Hang et al. (2018),
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Ozcan (2023) stated in their studies that profitability decreases and liquidity improves as
financial leverage increases. According to Salawu (2009), Yegon et al. (2014), and Chipeta
(2016), the relationship between financial leverage ratio and profitability differs in the long
and short term. According to their studies, there is a positive relationship between financial
leverage ratio and profitability in the short term and a negative relationship in the long term.
In summary, the provision of the need for external funding through borrowing has guided
the research questions evaluated in the studies. Different evaluations were put forward
according to the sector, economic conditions, company-specific factors and the method
applied in the study.

This study will determine how this orientation will affect the financial leverage,
liquidity and profitability ratios of companies that turn to SEO in the face of fund needs. The
basis of the studies in the literature is modern capital structure theories, and the primary
purpose is how to achieve the balance of benefit and cost. As a source of external funding,
the issue of how the tendency of some companies to turn to seasoned equity offerings instead
of borrowing in the face of funding requirements will make a difference in this cost-benefit
balance will guide the hypotheses of this study. Basic public offering indicators are among
the most active components in this cycle. For this reason, basic public offering indicators
were determined as explanatory variables in the study.

This study investigates the effects of basic public offering indicators in SEO
companies on financial leverage ratio, current ratio and return on equity in the long and short
term. Although many studies in the literature on the financial performance of companies that
tend to borrow as a source of external funding, studies on the financial status of companies
that fund through new stock issuance are extremely limited in Turkey. Although there are
few studies on the subject, it can be said that the study results are parallel to the financial
situation of the companies that tend to borrow. Rajan and Zingales (1995), Ko¢demir and
Kiigiikgolak (2021), and Soesetio (2024) stated in their studies that there was no general
improvement in profitability ratios after public offerings. Still, there was a significant
improvement in the liquidity structure, and the financial leverage ratio decreased. In this
context, the study's first hypothesis is on the relationship of basic public offering indicators
with the financial leverage structure that represents the company's choice of issuing debt or
new stock's capital structure. The basic basis of the hypothesis is based on the tendency to
obtain maximum benefit with minimum cost by issuing new stocks for the optimal financial
leverage target suggested by the trade-off theory. Companies' tendency to issue new stock
will reduce their tendency to borrow by increasing their debt payment ability, reduce the
financial leverage ratio by providing new fund inflows, and increase capital gains, return on
equity and liquidity. Then, the hypotheses of the study can be expressed as follows.

Hypothesis 1. “As the public offering density, public market value and free float ratio, which

are among the basic public offering indicators, increase, the financial leverage ratio
decreases.”

199



Kalaycioglu, Z. & A. Kurtaran (2024), “What Kind of Cycle Do Seasoned Equity Offerings Create on The Company's
Financial Structure? BIST Application with Panel ARDL Error Correction Model”, Sosyoekonomi, 32(61), 191-212.

Hypothesis 2. “As the public offering density, public market value and free float ratio, which
are among the basic public offering indicators, increase, return on equity and current ratio
increase.”

4. Research Methodology and Data

The panel error correction model established in this study used the data of 40 stocks
traded in the BIST index manufacturing sector between 2005 and 2022. All data were
obtained from the Finnet Electronic Publishing database, and the companies consist of
companies that go to public offering more than once. The primary purpose of not including
companies that do not go public again after the initial public offering is to see the effect of
the increasing number of public offerings on the company's financial performance. For this
reason, a data set was created with companies that went to public offering more than once.
The companies consist of companies that tend to issue new stocks through paid capital
increases after the IPO, and companies that turn to public offerings with the sale of existing
stocks are not included in the analysis. Public offering sales methods were not considered
and can be expressed as the limitation of the study. Information on all variables used in the
study is seen in Table 1.

Table: 1
The Variables in the Study

Name of Symbol of Data S .

Variables Variables Source Definition of Variable

Leverage Ratio LevR The leverage ratio shows how much of a company’s funding needs are met through borrowing. It is
9 the ratio of the company's total debt to its total assets.

Return on Equity ROE The return on equity predicts how much return shareholders will receive for one unit of capital. It is

FINNET | the ratio of total net income to average equity.
Financial | The current ratio measures the company's ability to meet its short-term liabilities. It is current assets

Current Ratio CR Information | divided by short-term total debt.

Public Offering POD News The density of the public offering indicates the ratio of the number of seasoned public offerings of
Density Network | the companies to their age.

Public Market PMV The publicly traded market value represents the publicly traded portion of the company's total market
Value value. It is calculated by multiplying the company's total market value by the free float ratio.

Free Float Ratio FFR The free float ratio is the ratio of publicly traded stocks to the total number of stocks.

5. Empirical Models

This study examines the effects of basic public offering indicators on company
liquidity, profitability, and financial leverage structure in the short and long term. POD,
PMV, and FFR were determined as independent variables. LevR, ROE, and CR are
dependent variables, and each dependent variable was analysed using a separate model. The
fact that the model has a heterogeneous structure and all variables are stationary at different
levels (1(0), 1(1)) led the study to the Panel ARDL error correction model. For this, a choice
was made between the pooled mean group estimator (PMG) model developed by Pesaran
(1999) and the mean group (MG) estimator model developed by Pesaran and Smith (1995)
with the help of the Hausman test (1978). The PMG estimator was determined to be the most
effective estimator. According to the estimator model, heterogeneity is allowed except for
long-term parameters. The panel ARDL error correction model established in this context
was expressed statistically in Model 1, Model 2 and Model 3, showing the short and long-
term coefficients of the variables and the error correction coefficient.
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ALevRi = a; + ¢iLevRi,_, + y;POD;, + &§;PMV;, + 6;FFR; +
25_;;—11 Bij ALevR;,_; + Z}“:Bl Y'i; PODj,_; + Z;cl:_ol 81 PMVi_; +
Y30 FFRy_ iy + Oi+ & (Model 1)

AROE; = a; + @;ROEy,_; + y{PODy + §;PMV;, + O{FFR;, +
25_;;—11 Bij AROEj,_; + Z?:oly'fj PODi;_; + Z;c:ol 81 PMVi_j +

Y0 FFRye_jy + 01+ & (Model 2)

ACRy = a;+ @;CRi;_y + Y[PODy + 6{PMV; + O[FFRy + L' B ACR,; +

zj?:oly';j POD;,_; + XKL 8" PMVye_; + 345005 FFRy_jy + O+ & (Model 3)

While the stocks of 40 companies included in the data set represent the units (i); the
time dimension (t) covers the 18-year period between 2005-2022. The &;; term seen in the
model represents the error term; The term ¢; is the error correction parameter, which is
assumed to vary from unit to unit; The terms y', &', 0" represent long-term coefficients; The
terms B°, v, 8", 0™ represent short-term coefficients.

6. Findings of the Research

Table 2 shows the data of 40 stocks traded in the BIST in all the index manufacturing
sectors between 2005 and 2022. Although the number of observations for the variables is
720, there is no missing data in the number of observations in the variables. For this reason,
the data set is a balanced panel.

Table: 2
Descriptive Statistics
Variable Symbol Obs Mean Std. Dev. Min Max
Leverage Ratio LevR 720 0.54 0.27 0.06 3.24
Return on Equity ROE 720 0.12 0.88 -15.72 12.36
Current Ratio CR 720 0.02 0.02 0.00 0.11
Public Offering Density POD 720 0.25 0.13 0.00 0.82
Public Market Value PMV 720 18.14 1.71 14.91 24.89
Free Float Ratio FFR 720 0.39 0.21 0.03 0.99

When the value range of the variables is examined, it is seen that there are large
differences between the minimum and maximum values of some variables. While the
average value of the LevR, which shows how much of the fund needs of companies are met
through borrowing, is 54%, the value range is between 6% and 324%, while the CR, which
measures the ability of businesses to meet their short-term obligations, is 2% on average and
a maximum of 11%. It is seen that the general average of the ROE, which shows how much
profit share partners can earn in return for one unit of capital, is 12%, and its value range
varies between -1572% and 1236%. The negative/positive gap between these values can be
considered an indicator of the company's power to dissolve its debts without losing its equity
capital and make more profits with less capital, as well as its success in managing this power.
The POD, which shows the ratio of the number of seasoned equity offerings of the company
after the initial public offering to the company's age, is 25% on average, while the maximum
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is 82%. This can be interpreted as some companies increasing their frequency of public
offerings by going public at specific periods, while some companies have a much weaker
tendency towards public offerings. The natural logarithm of PMV, which represents the
publicly traded portion of the total market value of companies, was taken and included in
the analysis. It can be seen that while the PMV average is 18.14, the value range is between
14.91 and 24.89. The FFR, which expresses the percentage of circulation of publicly held
stocks, is 39% on average, while the value range varies between 3% and 99%. The FFR
reveals a measure of companies' ability to raise funds by going public rather than meeting
their funding requirements by borrowing.

Table 3 shows the correlation relationship between the variables. To avoid
multicollinearity problems, it is generally preferred that the correlation relationship between
variables is not 0.60 or above. The fact that this ratio is high indicates that the variables are
similar.

Table: 3
Correlation Analysis
Variables LevR ROE CR POD PMV FFR
LevR 1.00
ROE -0.15 1.00
CR -0.59 0.09 1.00
POD -0.08 -0.08 -0.03 1.00
PMV -0.09 0.08 0.04 -0.02 1.00
FFR -0.08 -0.05 0.16 -0.07 0.04 1.00

According to the Pesaran CD test results in Table 4, all variables have cross-sectional
dependence. This dependence can be interpreted as a change that may occur in stocks and
also affect other stocks.

Table: 4
Cross-Section Dependence
Variables CD-Test P-Value Corr Abs(Corr)
LevR 16.89 0.00™ 0.14 0.39
ROE 9.10 0.00™" 0.08 0.28
CR 10.07 0.00™" 0.09 0.33
POD 66.32 0.00™" 0.56 0.72
PMV 92.55 0.00™ 0.78 0.78
FFR 20.97 0.00™ 0.18 0.37

*** There is a correlation between units at the 1% significance level.

Since all variables are cross-sectionally dependent, the existence of a unit root was
tested with the Cross-Section Extended Im, Pesaran and Shin (CIPS) test, which is the
second-generation panel unit root test and two different stationarity tests: intercept and
intercept-trend. The results of the unit root test are shown in Table 5.
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Table: 5
Unit Root Test
CIPS CIPS A
Variables 1(0) 1(1)
Intercept Intercept and Trend Intercept Intercept and Trend

LevR -2.38 -2.44 -2.73 -2.86
0.00™" 0.17 0.00™" 0.00™"

-1.60 -2.29 -3.27 -3.42

ROE 0.80 0.51 0.00™" 0.00™"
CR -2.27 -2.34 -2.99 -3.14
0.00™" 0.37 0.00™" 0.00™"

-3.10 -3.23 -3.42 -3.85

POD 0,00 0,00 0.00™ 0.00™
-2.21 -2.76 -2.97 -2.97

PMV 0.03" 0.00" 0.00™* 0.01"
-1.99 -2.98 -3.38 -3.64
FFR 0.06 0.00™" 0.00™" 0.00™"

Optimal delay lengths were determined between 0-4 according to the Schwarz information criterion. * p<0.05, ** p<0.01, *** p<0.001.

According to the CIPS intercept test results, the FFR and ROE variables are related
to the intercept and trend test results, and it is seen that the PMV, CR, ROE, and LevR
variables have unit roots and are not stationary. It can be said that the POD and PMV
variables are stationary according to intercept and trend results. It is seen that the variables
are stationary with the CIPS intercept and trend test after taking their first differences.
According to the unit root test results, the panel autoregressive distributed lag (ARDL) panel
error correction model is preferred because the series have different levels of stationarity.
The most basic feature distinguishing the panel ARDL test from the cointegration test is that
it does not require the series to be stationary at the same level and can simultaneously include
both short-term and long-term relationships in the analysis.

The Swamy-S homogeneity test was applied to select the appropriate estimator
method depending on whether the parameters were homogeneous or heterogeneous. Three
models were created due to three different dependent variables, and each model's
homogeneity test and cross-section dependence test were applied separately. Table 6 shows
the homogeneity and cross-section dependence test results.

Table: 6
Homogeneity and Inter-Unit Correlation Test Results
Model 1 Model 2 Model 3
Cross-section Dependency and Homogeneity Tests Statistics P-Value Statistics P-Value Statistics P-Value
Pesaran and Yamagato (2008) 14.53 0.00 6.09 0.00 12.08 0.00
Aagj (Pesaran and Yamagato, 2008) 17.10 0.00 7.16 0.00 14.22 0.00
Pesaran (2015) -0.84 0.40 -0.17 0.86 -1.51 0.13
Aagj(Pesaran, 2015) -0.99 0.32 -0.20 0.84 -1.78 0.08
Swamy S 9870.49 0.00 861.20 0.00 2459.14 0.00

Model 1 dependent variable: LevR; Model 2 dependent variable: ROE; Model 3 dependent variable: CR independent variables: POD, PMV, FFR.

According to the Swamy-S test and Pesaran and Yamagato (2008) test probability
values results, all parameters are heterogeneous. According to Pesaran CD (2015), weak
cross-sectional dependency test results show no correlation between units. For this reason,
short and long-term relationships will be determined with first-generation error correction
models that do not consider the correlation between units and take the heterogeneous
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structure into account. First of all, a choice was made between the pooled mean group (PMG)
and mean group (MG) estimators from heterogeneous panel error correction models with
the help of the Hausman Test (1978). Hausman test results are seen in Table 7.

Table: 7
Hausman Test Results

Model Error Correction Model Statistics P-Value Forecast Decision
Model 1 mg-pmg 1.67 0.58 pmg
Model 2 mg-pmg 1.01 0.80 pmg
Model 3 mg-pmg 1.28 0.73 pmg

The Hausman test results show that the PMG estimator suits all models. The main
feature of the PMG estimator is that it allows heterogeneity except for long-term parameters.
According to the forecaster, all panel results are obtained by averaging units. Table 8 shows
the PMG estimation results for all models.

Table: 8
PMG (1,0,0,0) Prediction Results
Model 1 Model 2 Model 3
Variables LevR ROE CR
Coef./lz p-value Coef./lz p-value Coef./z p-value
POD (512278) 0.00 (gé‘é) 0.12 (zfgg)‘ 0.00
PMV -8£g:; 0.00 3993; 0.00 %ﬁg 0.00
FFR (2'65_;;; 0.00 (Oeziﬁ) 0.00 '2%:)‘ 0.00
Error Correction Coefficient (06325) 0.00 (olgom) 0.00 (094;4) 0.00
APOD (523‘7‘5) 0.00 (:i:ﬂ) 0.25 (:8:2% 0.79
APMV (03032) 0.00 (021332) 0.02 (82% 071
AFFR (38',33) 0.84 (:823‘2‘) 0.47 (m) 0.23
Cons. (2'67_ ‘7‘:; 0.00 '2 . 30) 0.00 (_%g%) 043

t statistics in parentheses * p<0.05, ** p<0.01, *** p<0.001.

According to the estimation results, the error correction coefficient is negative and
significant in all models. Therefore, there is a long-term relationship between the variables
for all models.

In Model 1, in the long run, at a 10% significance level, a 1 unit increase in the POD
variable led to a decrease of 5.62 units in the LevR variable; an increase of 1 unit in the PMV
variable resulted in a reduction of 0.06 units in the LevR variable; an increase of 1 unit in
the FFR variable causes a decrease of 0.57 units. According to short-term results, the POD
and PMV variables have a short-term relationship with the LevR variable at a 10%
significance level. In the short term, a 1 unit increase in the POD variable results in a 5.34
unit decrease in the LevR variable; a 1% increase in the PMV variable causes a 0.03%
decrease in the LevR variable. The FFR variable has no short-term relationship with the
LevR variable.
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In Model 2, the PMV and FFR variables have a long-term significant relationship
with the ROE variable at the 10% significance level. A 1% increase in the PMV variable
results in a 0.05% increase in the ROE variable; a 1 unit increase in the FFR variable causes
a 0.23 unit decrease in the ROE variable. The POD variable does not have a significant
relationship with the ROE variable in the long and short term. According to the short-term
results, only the PMV variable has a significant short-term relationship with the ROE
variable at the 5% significance level. A 1% increase in the PMV variable increases the ROE
variable by 0.13%.

In Model 3, all variables have a significant relationship with the CR variable at the
10% significance level in the long term; in the short term, no variable has a significant
relationship with the CR variable. In the long term, a 1 unit increase in the POD variable
results in a 0.03 unit increase in the CR variable; a 1% increase in the PMV variable results
in a 0.01% increase in the CR variable; it can be stated that the FFR variable causes a 0.02
unit decrease in the CR variable against a 1 unit increase.

7. Conclusion

The changes in the company's capital structure in the short and long term with the
public offering of stocks have been the subject of many studies since Modigliani and Miller
(1958). Capital structure decisions, which start with the need to raise funds from external
sources and direct the corporate life cycle of the company with the formation of the optimal
capital structure, offer investors a wide range ranging from the effect of issue announcements
on stock price movements, short and long-term price and return performance and financial
performance cycle. Consistent with the literature results, according to the study, SEOs are
an external funding source that companies turn to to meet their funding needs.

The density of public offerings and public market value reduces the financial leverage
ratio in the short and long term. Conversely, the free float ratio reduced the financial leverage
ratio only in the short term, as supported by the analysis results. This prediction was also
supported in the studies of Stulz (1988), Mehran (1992), Sayilgan and Sayman (2012). This
situation can be interpreted as a decrease in the tendency of SEO companies to borrow. It
can be predicted that companies prefer SEOs over borrowing as a source of external
financing. The tendency to turn to SEOs is also high in the face of re-capital requirements.
Our results regarding the financial leverage cycle of companies are consistent with the
prediction that orientation towards one funding requirement instrument weakens orientation
towards the other.

The fact that basic public offering indicators do not have any relationship with the
current ratio in the short term can be interpreted as the fact that, regardless of the supply
density, the income obtained from SEOs in the short term is directed to meet the debt
payments and working capital requirements or that the cash flow is directed outward in line
with growth targets. In the long term, the current ratio increases as the public offering density
and public market value increase. It can be said that companies with increasing current ratios
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are much less inclined to borrow against their capital needs. This prediction was also
supported in the studies of Deesomsak et al. (2004), Mazur (2007), Sheikh et al. (2011),
Mateev et al. (2013), Babu and Chalam (2014), Antao and Bonfim (2014), Ko¢demir and
Kiigiikgolak (2021). In general, according to the analysis results, the view that the liquidity
levels of the companies increased after SEO and that there was an improvement in the
financial performance of the company with the decrease in financial leverage ratios is
compatible with the results of the literature.

As the public market value increases, so does the return on equity in the long and
short term. Interestingly, the free float rate in the short term and the density of public
offerings in the short and long term have no significant effect on return on equity. This
prediction can be supported by studies suggesting that the need for borrowing decreases as
profitability increases. Rajan and Zingales (1995), Drobetz and Fix (2003), Huang and Song
(2006), Frank and Goyal (2009), Yegon et al. (2014), and Hang et al. (2018) are some of
these studies.

According to the results of the study, in line to provide the most benefit at the lowest
cost, the public market value of the companies that prefer to turn to SEOs instead of
borrowing in their funding requirements increases as the number of SEOs increases,
increasing their return on equity and liquidity; as a result, it is seen that it reduces the
financial leverage ratio. Considering that the triggering factor in capital structure decisions
is the goal of maximising shareholder wealth by achieving the most benefit at the lowest
cost, it can be said that companies that turn to SEOs generally achieve this goal. Companies
should consider that borrowing is not their only option in the face of their funding needs and
that SEOs can be regarded as a new alternative to borrowing. Companies that turn to SEOs
have considered the issuance of new stocks as a balancing factor at the point of reaching the
target financial leverage. In case of excessive use of financial leverage, SEOs should be seen
as important bala